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Abstract

In an era where machine learning technologies are increasingly critical for real-
world applications, the quality of these models directly affects their success and utility.
High-performing models often require the aggregation of large amounts of dispersed
data for training. This centralized machine learning method leads to a key concern:
the data collection process can potentially compromise privacy. Additionally, the trans-
mission of this data incurs substantial communication costs and amplifies the risk of
data breaches. Federated Learning (FL) emerges as a novel paradigm in this context,
enabling collaborative machine learning while keeping the data local. This approach
overcomes the limitations and risks associated with centralized machine learning. How-
ever, FL faces specific challenges, including significant communication expenses while
transferring local updates and potential security risks. “Optimizing Federated Learning
for IoMT and Social Computing Based on Efficiency and Privacy Enhancements” rec-
ognizes the innovative potential of FL and critically examines its challenges. It aims to
pave the way for enhanced efficiency and strengthened privacy measures in Federated
Learning applications, aligning with the evolving demands of the Internet of Medical
Things (IoMT) and social computing.

The research journey begins with “Blockchain-Based Personalized Federated Learn-
ing for Internet of Medical Things”. This work addresses the challenges posed by the
rapid growth of artificial intelligence, blockchain technology, and edge computing ser-
vices in the IoMT landscape. Traditional methods typically involve transferring patient
data from endpoint devices to central servers for model training, posing significant risks
to patient privacy. The heterogeneous nature of patient health conditions necessitates
the development of customized healthcare solutions, which are unattainable through
uniform models. To tackle these challenges, the study introduces a blockchain-based
personalized federated learning system. Notably, the model is divided into base and per-
sonalization layers, with only the base layers being aggregated during the FL process.
This innovative approach fulfills the need for personalized medical models. The system
enables clients to participate in personalized model training without the need for direct
data upload, thereby preserving privacy. The incorporation of blockchain technology
adds an extra layer of decentralization to the FL process, thereby enhancing overall
system security. The effectiveness of this approach is validated through simulations
conducted on various datasets, demonstrating the system’s robust performance.

The second key section of the dissertation introduces “DEEP-FEL: Decentralized,
Efficient, and Privacy-Enhanced Federated Edge Learning for Healthcare Cyber-Physical
Systems”. The innovative DEEP-FEL framework, a crucial aspect of this research, rev-
olutionizes the coordination among multiple healthcare institutions by applying decen-
tralized FL. The foundation of this framework is an advanced hierarchical ring topology
tailored for effective model aggregation. The ring’s design is created to tackle a key bot-
tleneck optimization issue, employing a heuristic algorithm that considers the varying
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communication speeds among different medical institutions. This strategic ring de-
sign substantially reduces the amount of data exchanged, thus significantly boosting
communication efficiency. Furthermore, DEEP-FEL employs an efficient parameter
aggregation algorithm, which reduces the total amount of data transmitted by N nodes
to only 2/N times that of traditional aggregation algorithms. Additionally, the system
enhances data privacy across healthcare institutions by incorporating artificial noise into
the transferred model.

Building upon our previous research in the medical field, the third part of our disser-
tation delves into another vital area: social computing, particularly under the COVID-19
pandemic and the advanced development of social media, where an abundance of in-
formation, including sensitive patient data, was widely shared. This situation steered
my research towards social computing, with a specific focus on fake news detection.
“FIND: Privacy-Enhanced Federated Learning for Intelligent Fake News Detection”
recognizes the urgency of combating fake news, which poses significant risks to individ-
uals and society. Notably, the study acknowledges that user interactions with news arti-
cles, such as browsing and commenting, can also reveal personal preferences and thus
pose a threat to user privacy. Traditional machine learning methods for fake news de-
tection often require collecting such sensitive user-side data, thereby increasing the risk
of privacy leakage. FIND introduces an intelligent fake news detection system based
on federated learning to mitigate this. The system trains a global model while keep-
ing this sensitive data localized, aligning with the dissertation’s overarching theme of
enhancing communication efficiency and privacy. Additionally, FIND employs a spar-
sified update perturbation method to strengthen the system’s resilience against privacy-
compromising threats. The effectiveness of this approach is demonstrated through sim-
ulation experiments, showcasing its accuracy, security, and efficiency in the context of
social computing.

This dissertation, through the integration of these individual yet interconnected stud-
ies, presents a thorough and detailed research of federated learning techniques under the
theme “Optimizing Federated Learning for IoMT and Social Computing Based on Effi-
ciency and Privacy Enhancements”. Through three interconnected studies, the research
introduces novel algorithms and system designs specifically tailored to elevate the ef-
ficiency and privacy aspects of federated learning. This comprehensive analysis and
exploration mark a significant stride in advancing federated learning, particularly in its
application within the dynamic realms of IoMT and social computing.



Chapter 1

Background

1.1 Introduction to Federated Learning

Federated Learning (FL) has emerged as a transformative paradigm in machine

learning, gaining significant attention for its ability to address critical issues related

to data privacy and communication efficiency. As depicted in Figure 1.1, FL operates

on a distributed framework that fundamentally alters the traditional machine-learning

pipeline. In a conventional centralized setting, data from various sources are aggregated

on a central server for model training. However, this approach raises serious concerns

about data privacy and incurs high communication costs.

Figure 1.1: Federated Learning
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In contrast, FL allows for a more privacy-preserving and communication-efficient

methodology. Within this distributed framework, each participating device (commonly

known as a node) retains its data locally. These nodes independently train local models

based on their respective datasets. Once local training is complete, only the model pa-

rameters are sent to a central server for aggregation, thereby forming an updated global

model. This global model is then disseminated back to the local nodes for subsequent

rounds of local training and model refinement. This iterative process of local training

and global aggregation continues until the global model achieves a predefined perfor-

mance level or a designated number of training epochs is completed.

The distributed nature of FL is particularly advantageous for applications where

data privacy is a paramount concern, such as healthcare and financial services. By

keeping data localized on individual devices, FL minimizes the risks of data leakage

and unauthorized access. Moreover, by transmitting only model parameters instead

of raw data, FL significantly reduces the communication overhead, making it a more

scalable solution for real-world applications.

This dissertation focuses on enhancing federated learning techniques for IoMT and

social computing, as outlined in “Optimizing Federated Learning for IoMT and Social

Computing Based on Efficiency and Privacy Enhancements”. The aim is to deepen the

understanding of this distributed approach, thereby boosting communication efficiency

and data privacy. The research contributes to making Federated Learning more practical

and robust across various application domains.

1.1.1 Horizontal vs. Vertical Federated Learning

As shown in Figure 1.2, Horizontal Federated Learning (HFL) involves multiple

nodes that have different data samples but share the same feature space. This archi-

tecture is especially pertinent in healthcare applications where various institutions have

diverse patient data but collect similar types of medical information, such as blood

pressure, glucose levels, and medical history. In HFL, each institution can train a local

model on its unique dataset and then contribute to a global model, thereby benefiting

2



1.1. INTRODUCTION TO FEDERATED LEARNING

from the collective intelligence without compromising data privacy.

Figure 1.2: Horizontal Federated Learning

Conversely, Figure 1.3 illustrates the concept of Vertical Federated Learning (VFL),

wherein different organizations possess the same data samples but different feature

spaces. This is more suited for business collaborations, where, for example, a retail

company and a credit card company might have information on the same set of cus-

tomers but collect different types of data.

Figure 1.3: Vertical Federated Learning

It is noteworthy that the primary focus of this dissertation is on Horizontal Federated

Learning. The healthcare-centric studies, such as DEEP-FEL and the Blockchain-Based

Personalized Federated Learning for the Internet of Medical Things, employ HFL to

address challenges in data privacy and communication efficiency. These works lever-
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age the architecture of HFL to enable decentralized training across multiple healthcare

institutions while ensuring robust privacy protections and optimized communication

protocols.

1.1.2 Federated Learning Process

The Federated Learning process is an intricate orchestration of several key steps,

as illustrated in Figure 1. These steps are foundational to the challenges and solutions

discussed in this dissertation. The process begins with Initialization, where a global

model is initialized and distributed to all participating nodes. This sets the stage for

Local Training, the step where each node trains the model on its local dataset. It is at this

juncture that the research presented in this dissertation introduces novel techniques for

enhancing communication efficiency, particularly in the context of Horizontal Federated

Learning.

Following Local Training, the next steps are Model Update and Aggregation. In

Model Update, the locally trained models are sent back to a central server or a desig-

nated node for aggregation. This is a critical phase where the dissertation introduces

optimized algorithms to minimize communication overhead and enhance privacy. For

instance, the DEEP-FEL system employs a Ring-All-Reduce-based parameter update

mechanism to significantly reduce the volume of data that needs to be communicated

during this phase.

The Aggregation step is where the global model is updated with contributions from

all nodes. This is another area where the dissertation makes significant contributions,

particularly in ensuring that the aggregation process is both efficient and privacy-preserving.

Techniques such as differential privacy and blockchain technology are integrated into

this step to fortify the global model against potential privacy attacks.

By understanding these key steps in the Federated Learning process, one gains a

comprehensive view of the challenges that this dissertation aims to address. Each of the

works presented herein offers unique solutions to these challenges, thereby contributing

to a more robust and efficient FL system.

4



1.1. INTRODUCTION TO FEDERATED LEARNING

1.1.3 Challenges and Opportunities: Setting the Stage for This Dis-

sertation

Federated Learning, despite its transformative potential, is not without its chal-

lenges, which offer fertile ground for academic and practical contributions. These chal-

lenges are not merely theoretical constructs but have real-world implications, especially

in sensitive sectors like healthcare and social networks. The primary challenges that this

dissertation aims to address are twofold: communication efficiency and robust privacy

protections.

In the realm of communication efficiency, the dissertation introduces novel tech-

niques to minimize the overhead associated with transmitting model updates across

nodes. For example, in the DEEP-FEL system, a heuristic algorithm is employed to

optimize the ring topology based on the communication speeds between healthcare in-

stitutions, thereby reducing the data volume required for model aggregation.

On the privacy front, the dissertation explores various avenues to safeguard user

data. In the healthcare sector, where patient data is highly sensitive, techniques like dif-

ferential privacy and blockchain technology are employed to ensure robust privacy pro-

tections. In the context of social networks, where user interactions can reveal personal

preferences and biases, the dissertation introduces perturbed sparsified model update

methods to ensure that user data remains private during the model training process for

fake news detection.

These challenges, along with their respective solutions, form the foundation of the

studies presented in this dissertation. Each work contributes uniquely but synergisti-

cally to addressing these challenges, thereby enhancing the robustness and efficiency of

Federated Learning systems, particularly in the context of Horizontal Federated Learn-

ing as illustrated in Figures 1.1 and 1.2.
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1.1.4 Federated Learning Frameworks

This section is committed to an extensive exploration of Federated Learning (FL)

frameworks, elucidating their widespread applications in both the industrial sector and

academic research. This section covers the technical details and architectural charac-

teristics of various frameworks and includes detailed introductions to their application

scenarios and examples. Special emphasis is laid on how these simulation frameworks

support the testing and development of innovative algorithms and their capabilities in

handling complex datasets and simulating real-world conditions. Finally, this section

will detail the specific FL framework employed in our research and the custom modifi-

cations made to it. This will encompass an in-depth analysis of the motivation behind

choosing this framework, its application in our research, and the specific adjustments

made to meet the research needs. We will explore how these modifications have en-

hanced the functionality of the framework, especially in terms of processing data pri-

vacy and improving computational efficiency.

One of the prominent federated learning frameworks is Google’s TensorFlow Fed-

erated (TFF). Developed by Google Brain Team, TFF is an open-source framework

specifically designed for machine learning and data processing on decentralized data

[1]. TFF is known for its flexibility and scalability, making it suitable for a wide range

of applications, from predictive modeling in healthcare to personalized content recom-

mendation in streaming services. Its key feature is the ability to run federated compu-

tations on mobile devices while ensuring data privacy.

Another significant framework is IBM’s Federated Learning. This framework is the

brainchild of IBM Research and is tailored for collaborative machine learning without

sharing sensitive data [2]. It is widely recognized for its robust security and privacy

features, making it a go-to choice for industries like finance and healthcare. IBM’s

Federated Learning framework integrates advanced cryptographic techniques, such as

differential privacy and secure multi-party computation, to safeguard data during the

learning process.

NVIDIA’s Clara Federated Learning (Clara FL) is another noteworthy framework in

6



1.1. INTRODUCTION TO FEDERATED LEARNING

this domain [3]. Designed by NVIDIA, Clara FL focuses on healthcare and biomedical

applications. It allows institutions to collaborate on developing AI models without shar-

ing patient data, thereby maintaining patient privacy. The framework is renowned for its

high-performance computing capabilities, leveraging NVIDIA’s GPU technology, and

is instrumental in medical imaging and genomic sequencing applications.

Federated AI Technology Enabler (FATE): FATE, an open-source project initiated

by WeBank’s AI Group, is another framework extensively used in academic research

for FL [4]. Designed to support various federated learning architectures and scenarios,

FATE emphasizes data privacy and security. It enables researchers to conduct experi-

ments in a privacy-preserving environment, which is crucial for sensitive data applica-

tions. FATE is commonly applied in finance for risk prediction models and in healthcare

for collaborative disease prediction and analysis.

PyTorch Federated (PySyft): PyTorch Federated, developed by the open-source

community and powered by PySyft library, is a popular choice among researchers for

experimenting with FL [5]. This framework extends PyTorch to enable secure and pri-

vate deep learning across distributed datasets. PySyft is particularly known for its user-

friendly interface and support for advanced techniques like secure multi-party compu-

tation and differential privacy. Researchers use PySyft for a range of applications, from

enhancing privacy in natural language processing models to developing secure, collab-

orative AI models in healthcare.

1.1.5 Framework Used in Our Research

In our study, the primary framework for Federated Learning (FL) is based on Py-

Torch Federated, with significant custom modifications to suit our specific research

needs, particularly in the context of the Internet of Medical Things (IoMT). One notable

customization is the elimination of the global server’s role in our FL setup. Instead, we

have integrated blockchain technology for parameter updating. This approach aligns

with our designed decentralized parameter update algorithm, which is a key innovation

in our research.
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Additionally, we have developed a simplified version of a federated learning simu-

lation using Keras. This simplified model was primarily utilized to simulate the impact

of various parameter selection methods on the accuracy of the models. By focusing on

parameter selection, we were able to omit the communication aspect in the simulations,

allowing for more convenient and quicker preliminary results. This approach was par-

ticularly beneficial in streamlining the experimentation process, enabling us to focus on

the accuracy and efficiency of the federated learning models under various conditions.

These customizations to the PyTorch Federated framework and the use of a Keras-

based simulation model have been instrumental in addressing the unique challenges

posed by IoMT applications. They allowed us to explore the intricacies of federated

learning in a healthcare context, where data privacy and efficient model training are of

paramount importance. Our approach demonstrates the flexibility of federated learning

frameworks and showcases the potential for innovative adaptations to meet specific

research objectives.

1.2 Fundamentals of Data Privacy and Communication

Efficiency

This section lays the groundwork for understanding the two pivotal aspects that this

dissertation focuses on: Data Privacy and Communication Efficiency in the context of

Federated Learning.

1.2.1 Data Privacy in Federated Learning

Data privacy is of paramount importance in Federated Learning, particularly due to

the decentralized nature of the data. Federated Learning systems are susceptible to var-

ious threats, such as model inversion and membership inference attacks, among others.

To address these challenges, this dissertation studies two key technologies: Differential

Privacy and Blockchain.

8



1.2. FUNDAMENTALS OF DATA PRIVACY AND COMMUNICATION EFFICIENCY

Differential Privacy

Differential Privacy, a cornerstone in privacy-preserving techniques, involves adding

calibrated noise to data or query results. In the context of Federated Learning, Differen-

tial Privacy can be applied in two primary ways: Centralized Differential Privacy (CDP)

and Local Differential Privacy (LDP).

Centralized Differential Privacy (CDP): This approach involves adding noise cen-

trally to the aggregated model updates. This is usually done on the server side after

collecting the updates from all participating nodes. While effective, it requires trust in

the central server to maintain privacy.

Local Differential Privacy (LDP): More desirable in Federated Learning scenarios,

LDP involves adding noise at the local device level. Here, noise is added at the local

device level before any model updates are sent to the central server. This ensures that

each participant’s data remains private, even from the central server, thus offering a

more robust privacy guarantee.

Blockchain Technology

Blockchain Technology serves as another pivotal element in enhancing data privacy

within Federated Learning frameworks. Known for its secure and transparent trans-

action recording capabilities, blockchain technology brings an additional layer of trust

to decentralized systems. In the context of Federated Learning, it offers the following

advantages:

• Immutable Records: Once a transaction, such as a model update, is recorded on

the blockchain, it becomes immutable. This ensures that data or model parame-

ters cannot be tampered with, thereby enhancing data integrity.

• Consensus Mechanism: Blockchain operates on a consensus mechanism, typi-

cally Proof of Work (PoW) or Proof of Stake (PoS), requiring the agreement of

all participating nodes to validate a transaction. This collective validation adds an

extra layer of security and trust.
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• Transparency and Auditability: The transparent nature of blockchain allows for

easy auditability of transactions. This is crucial in Federated Learning where mul-

tiple parties are involved, and transparency is required to ensure that no malicious

activities are taking place.

By integrating blockchain technology into Federated Learning, one can achieve a more

secure and transparent environment, which is particularly beneficial in sensitive appli-

cations like healthcare and finance.

1.2.2 Communication Efficiency in Federated Learning

Communication efficiency stands as a cornerstone in the practical implementation

of Federated Learning (FL). The communication overhead, which encompasses both

the volume of data transferred and the frequency of these transfers, can significantly

impede the speed of model training and place a strain on computational resources. This

section elaborates on key techniques aimed at mitigating these challenges:

Random Selection Mechanism

In Federated Learning, the dynamic nature of the system poses additional challenges

to communication efficiency. Nodes or clients can join or leave the network at any time,

making it highly volatile. Random Selection Mechanisms address this issue by stochas-

tically selecting a subset of available nodes for each training round. This approach not

only reduces the communication overhead but also enhances the system’s stability by

accommodating the dynamic participation of nodes. Moreover, the randomness intro-

duced through this mechanism can be beneficial for the model’s generalization capabil-

ities, making it more resilient to overfitting and better suited for real-world applications.

Model Compression Techniques

Model compression techniques offer a viable path to improve communication effi-

ciency in Federated Learning by reducing the size of the model updates sent back to the

central server. This is particularly important in resource-constrained environments such
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1.3. OVERVIEW OF THE DISSERTATION’S CONTRIBUTIONS

as edge computing or Internet of Things (IoT) devices. Among various techniques, the

following are commonly used:

• Quantization: This technique reduces the number of bits required to represent

the model’s parameters, thereby shrinking the model size without significantly

compromising its performance.

• Pruning: This involves eliminating certain neurons or connections in the neural

network that have minimal impact on the model’s performance, thus reducing the

model’s complexity.

• Sparsification: A key focus in our research, sparsification further enhances model

compression by converting a dense model into a sparse format. After sparsifica-

tion, only the most significant parameters are retained, and the rest are set to zero.

This allows for even more efficient communication as the sparse model can be

further compressed before transmission.

By incorporating these model compression techniques, especially sparsification,

Federated Learning systems can achieve substantial improvements in communication

efficiency.

1.3 Overview of the Dissertation’s Contributions

This dissertation, “Optimizing Federated Learning for IoMT and Social Computing

Based on Efficiency and Privacy Enhancements”, takes a comprehensive approach to

addressing the challenges in Federated Learning (FL), particularly focusing on critical

aspects of data privacy and communication efficiency. The contributions presented here

delve deep into the realms of IoMT and social computing, offering extensive analysis

and practical insights. The three main contributions are as follows:

1. In-Depth Analysis of Privacy in Federated Learning. The first key contribution of

this dissertation is a comprehensive and detailed analysis of privacy enhancement
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techniques within the federated learning environment. The study thoroughly ex-

plores commonly used data anonymization methods in the FL framework and

how integrating blockchain technology can strengthen system security. This sec-

tion not only discusses strategies to counter various threats such as inference at-

tacks and data poisoning but also includes practical case studies on implementing

these innovative techniques in IoMT and social computing scenarios. Further-

more, the paper examines the effectiveness of these technologies in protecting

user privacy and enhancing data security, especially when handling sensitive med-

ical data and personal information on social media platforms.

2. Focus on Optimizing Communication Efficiency in FL. The second major contri-

bution is the in-depth optimization of communication efficiency in FL systems.

Focusing specifically on optimizing parameter transmission in federated learn-

ing process, the dissertation introduces new algorithms and sparsified network

structures for this purpose. These include the development of improved model

sparsification algorithms and client selection algorithms, significantly reducing

data transmission requirements and increasing the training efficiency of FL sys-

tems. The research also delves into the application of these methods in various

FL environments, including scenarios with limited bandwidth and resources, and

discusses how these technologies can accelerate data processing, leading to more

efficient learning processes.

3. Cross-Domain Application and Evaluation. The third contribution encompasses

extensive exploration and rigorous evaluation of FL applications across various

domains, particularly highlighting the intersection of healthcare (IoMT) and so-

cial computing. This section conducts a thorough evaluation of optimized FL

techniques in different contexts, demonstrating their adaptability and effective-

ness in both IoMT and social computing environments. The dissertation provides

detailed analyses of how federated learning tackles complex challenges in these

areas, from sensitive handling of patient data in IoMT to effective identification

and countering of misinformation in social networks. Through these case studies,
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the paper showcases the diversity and flexibility of FL technology in practical

applications, and its ability to address specific real-world problems.

Necessity of the Three Works

The necessity of the three works presented in this dissertation arises from the ex-

isting gaps and challenges in Federated Learning (FL). These works are not merely

academic exercises but are crucial for the broader implementation and acceptance of

FL in sensitive and critical domains.

1. Personalization in healthcare is increasingly becoming a requirement rather than

an option. However, the need for personalized models often conflicts with data

privacy concerns. The first work resolves this dilemma by employing blockchain

technology, enabling personalized Federated Learning without compromising data

privacy.

2. The healthcare sector, especially the Internet of Medical Things (IoMT), demands

stringent data privacy and computational efficiency. Traditional centralized mod-

els are not only inefficient but also pose significant risks to patient privacy. The

second work addresses these challenges by introducing a decentralized Federated

Learning system tailored for healthcare applications.

3. The proliferation of fake news in social networks poses a significant societal risk.

Traditional machine-learning approaches for fake news detection often require

the collection of user data, which raises privacy concerns. The third work ad-

dresses this by employing Federated Learning and introducing additional security

measures, making it a privacy-preserving solution for fake news detection.

Each work addresses a specific, pressing need in the application of Federated Learning,

thereby filling existing gaps in the literature and practice. The importance of these

works is multi-faceted. They contribute to enhancing the robustness and efficiency

of FL systems, making them more viable for real-world applications. By specifically
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addressing the challenges of data privacy and communication efficiency, these works

pave the way for a more secure and efficient FL system.

1.4 Publications

The following first-authored papers have been published in major peer-reviewed

journals and conferences during the doctoral program. The corresponding results of

three major publications are presented in Chapters 3, 4, and 5.

Peer-Reviewed Major Journal papers

1. Z. Lian, W. Wang, Z. Han and C. Su, ”Blockchain-Based Personalized Federated

Learning for Internet of Medical Things,” in IEEE Transactions on Sustainable

Computing. (2023, SCI, IF: 3.9)

2. Z. Lian et al., ”DEEP-FEL: Decentralized, Efficient and Privacy-Enhanced Fed-

erated Edge Learning for Healthcare Cyber-Physical Systems,” in IEEE Trans-

actions on Network Science and Engineering, vol. 9, no. 5, pp. 3558-3569, 1

Sept.-Oct. 2022. (2022, SCI, IF: 6.6)

3. Z. Lian, C. Zhang, C. Su, F. A. Dharejo, M. Almutiq and M. H. Memon, ”FIND:

Privacy-Enhanced Federated Learning for Intelligent Fake News Detection,” in

IEEE Transactions on Computational Social Systems. (2023, SCI, IF: 5)

4. Z. Lian, Q. Zeng, W. Wang, T. R. Gadekallu and C. Su, ”Blockchain-Based

Two-Stage Federated Learning With Non-IID Data in IoMT System,” in IEEE

Transactions on Computational Social Systems, vol. 10, no. 4, pp. 1701-1710,

Aug. 2023, doi: 10.1109/TCSS.2022.3216802. (2023, SCI, IF: 5)

5. Z. Lian, Q. Zeng, W. Wang, D. Xu, W. Meng and C. Su, ”Traffic Sign Recogni-

tion using Optimized Federated Learning in Internet of Vehicles,” in IEEE Inter-

net of Things Journal. (2023, SCI, IF: 10.6)
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Peer-Reviewed Major Conference Papers

1. Z. Lian, C. Zhang, K. Nan and C. Su, ”SPoiL: Sybil-Based Untargeted Data

Poisoning Attacks in Federated Learning,” NSS 2023 - Network and System Se-

curity, Kent, UK, 2023. Lecture Notes in Computer Science, vol 13983. Springer.

(CORE (Computing Research and Education Association of Australasia) B)

2. Z. Lian, Q. Yang, Q. Zeng and C. Su, ”WebFed: Cross-platform Federated Learn-

ing Framework Based on Web Browser with Local Differential Privacy,” ICC

2022 - IEEE International Conference on Communications, Seoul, Korea, Re-

public of, 2022, pp. 2071-2076. (CORE B)

3. Z. Lian, Q. Zeng and C. Su, ”Privacy-preserving Blockchain-based Global Data

Sharing for Federated Learning with Non-IID Data,” 2022 IEEE 42nd Interna-

tional Conference on Distributed Computing Systems Workshops (ICDCSW),

Bologna, Italy, 2022, pp. 193-198.
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Chapter 2

Thesis Structure

The structure of this dissertation is designed to provide a comprehensive exploration

of the optimization of Federated Learning (FL) techniques while preserving data pri-

vacy and improving communication efficiency. The journey through this dissertation

begins with a solid foundation in the “Background” chapter, where the fundamental

concepts of FL are introduced, including its two primary architectures, horizontal and

vertical FL, the essential FL processes such as Initialization, Local Training, Model Up-

date, and Aggregation and commonly used frameworks. Furthermore, the “Challenges

and Opportunities” chapter sets the stage for the three core works by highlighting the

challenges faced by FL, including data privacy and communication efficiency, and their

significance in real-world applications.

The subsequent chapters of this dissertation delve into the three seminal works that

constitute its core contributions:

• Chapter 3:“DEEP-FEL: Decentralized, Efficient and Privacy-Enhanced Feder-

ated Edge Learning for Healthcare Cyber-Physical Systems” focuses on the appli-

cation of Federated Learning in healthcare, particularly in the Internet of Medical

Things (IoMT). This work introduces a decentralized Federated Learning system

that enhances both data privacy and communication efficiency, making it partic-

ularly suitable for healthcare applications.

• Chapter 4: “Blockchain-Based Personalized Federated Learning for Internet of
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Medical Things” addresses the need for personalized healthcare models in IoMT.

This work employs blockchain technology to secure the Federated Learning pro-

cess, allowing for personalized model training without compromising data pri-

vacy.

• Chapter 5: “FIND: Privacy-Enhanced Federated Learning for Intelligent Fake

News Detection” tackles the issue of fake news detection in social networks. This

work employs Federated Learning to train a global model for fake news detection

while keeping user data localized. It also introduces a sparsified update perturba-

tion method to further enhance system security.

The concluding chapter, “Conclusion and Future Directions”, summarizes the key

findings and contributions of the dissertation, emphasizing the advancements made in

FL optimization. It also offers insights into potential future research directions in the

field of FL, paving the way for further innovations in this dynamic domain.
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Chapter 3

Blockchain-based Personalized

Federated Learning for Internet of

Medical Things

3.1 Introduction

In recent years, with the development of smart devices and the advancement of

network technology, the Internet of Things (IoT) has attracted more and more attention

from industry and academia. Because of the integration of sensing, computing, and

communication capabilities, IoT has also demonstrated potential in healthcare and is

expected to make more significant progress [6]. Specifically subdivided, the actual

application of IoT in the healthcare field is called the Internet of Medical Things (IoMT)

[7]. The applications of IoMT include monitoring, inspection, report analysis, data

collection, calculation, etc [8].

For example, wearable devices can collect patient health data and transmit it to

hospitals or medical institutions for health monitoring, disease diagnosis, and treatment

[9]. As a user, patients can use the real-time tracking and monitoring brought by IoMT.

As a data source, they can generate valuable medical data for further integrated research

in the medical center. With the availability of massive amounts of data, general machine
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learning (ML) models and deep learning (DL) techniques are being applied in many

fields including healthcare [10]. Recently, increasingly machine learning techniques

are being applied in the medical field by using the collected data for model training

and prediction. Hence, IoMT has significantly improved the operation of healthcare

services [11].

However, studies have shown that aggregated sensitive medical data are exposed to

security risks [12]. In addition, health-related data in IoT devices is so closely tied to

people’s privacy that casual sharing or aggregation seems impractical [13]. Federated

learning (FL) was proposed to take into account the processing of big data and protect

the privacy of clients [14]. It enables local training on devices and the update of the

model is achieved by global parameter aggregation, avoiding the privacy leakage of the

raw data. Despite this, most of the existing FL research aims to train the same global

model. However, in the healthcare domain, this is not necessarily optimal.

In the medical field, the data are often non-independently and identically distributed

(non-IID). Patients have different physical characteristics, such as age and gender, which

can make the data collected by IoMT devices vary greatly, even for patients diagnosed

with the same disease. To illustrate with a concrete example, an adult’s activity might

have very few falls and mostly walking or standing data samples. However, data on falls

in young children may be relatively plentiful. This uneven distribution can significantly

reduce the efficiency and accuracy of learning when training a centralized model [6].

Training on non-IID data is a common problem in the field of FL, and most of the

existing work is to improve the training effect or prediction accuracy of models through

improvements at the algorithm and architecture levels. In other words, the disparate

impact of non-IID data can be weakened [15–18]. However, the needs of real situations

are often different. Personalization of global models is necessary to address the problem

of non-IID data [19], especially for certain domains where personalized models can

provide better customization.

In addition, traditional FL often relies on a centralized parameter server for param-

eter aggregation and model updates. However, this centralized architecture has corre-
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sponding drawbacks, such as the single point of failure problem and security issues [20].

Fortunately, the emergence of blockchain offers a good solution for decentralized FL.

The blockchain is a distributed ledger that comprises a series of data blocks in sequen-

tial order. All the participants maintain and monitor the transaction data recorded in the

blockchain. Through the integration of blockchain and FL, the parameter aggregation

and training task coordination processes can be decentralized and performed in a secure

manner [21]. For example, Lu et al. [22] combined an asynchronous FL scheme with

a hybrid blockchain to strengthen secure and decentralized data sharing for the Internet

of Vehicles (IoV). Moreover, the node selection in the blockchain is optimized by Deep

Reinforcement Learning (DRL), which improves the efficiency of the training stage.

Considering the omitted poisoning attacks in the FL, Qu et al. [23] proposed a novel

blockchain-based FL framework to achieve a balance between privacy, security, and

efficiency issues in the fog computing environment. FL-Block enables mobile devices

to exchange local model updates with a global learning model among the blockchain.

However, few research concentrates on the blockchain-based personalized FL for IoMT

in the current stage.

In order to cope with all the above problems, we propose blockchain-based per-

sonalized FL for the IoMT scenario. First, to address the data privacy issue, we adopt

the FL paradigm that enables IoMT devices to collaboratively train a global model in

a form that protects data security. Second, to address the non-IID problem, we achieve

a personalized model with better results by globally updating the trained base layers

of the model and keeping the personalization layers local. Finally, to further enhance

privacy protection, avoid the single point of failure, etc., we use blockchain technology

to perform global updates in FL with a decentralized architecture.

In summary, our main contributions are as follows:

• To address the security and privacy concerns associated with medical data in the

IoMT scenario, we propose a blockchain-based personalized federated learning

system that enables the global model to be trained collaboratively among dis-

tributed devices while keeping private patient data locally.
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• We adopt the model partitioning approach to divide the model into base layers

which will be aggregated and updated globally, and personalization layers which

capture personalized features and do not participate in global aggregation. This

enables us to achieve personalized models with better results on heterogeneous

medical data than a one-size-fits-all global model. Additionally, we deploy the

FL parameter updates on the blockchain to further strengthen privacy protection

and avoid the potential single point of failure.

• We conduct exhaustive experiments to demonstrate the superiority of our system

in meeting the personalized medical needs of individual patients, as compared to

conventional FL methods.

The structure of this article is as follows. Section 2 provides the background knowl-

edge of our proposed method. In Section 3, we present the system design of our

blockchain-based personalized FL. Section 4 discusses potential attacks on our frame-

work and corresponding countermeasures. Section 5 presents detailed simulation ex-

periments to validate our system. Finally, in Section 6, we conclude this article and

discuss future improvements.

3.2 Related Work

3.2.1 Internet of Medical Things

Compared to traditional medical devices, IoMT not only has its reliability and se-

curity but also has the versatility, scalability, and dynamism of IoT [24]. IoMT con-

siders a network of interconnected medical devices and people to further provide better

care and a higher quality of life for patients by combining IoT technology and health-

care [25]. IoMT has been widely researched and applied in remote health monitoring,

fitness programs, smart hospital, etc. Specifically, IoMT can be used for remote moni-

toring of patient’s heart rate, as in [26], they propose a mobile system for ECG detection

in cardiac patients using wireless body sensors and commercial off-the-shelf sensors.
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To deal with security and privacy issues in the physical layer, Wang et al. [27] com-

bined emerging Blockchain and PUF to propose a lightweight authentication protocol

for IoMT. According to Elliptic Curve Digital Signature Algorithm (ECDSA), the au-

thors [28] suggested an efficient and massive batch verification scheme where group

testing technology is also imported. A novel model called XSRU-IoMT was proposed

in [29], which can quickly and accurately detect adversarial vectors which exist in IoMT

networks. To raise the speed of the training process, the authors applied skip connec-

tions to bidirectional simple recurrent units (SRU). Almogren et al. [30] introduced a

fuzzy-based trust management mechanism to mitigate potential Sybil attacks for Inter-

net of Medical Things (IoMT), which provides a trust management system for eHealth

users. Nguyen et al. [31] integrated mobile edge computing (MEC) and blockchain to

construct distributed hospital networks that enable secure and efficient data offloading

and data sharing.

3.2.2 Federated Learning

Federated learning (FL), a novel distributed machine learning approach, enables a

global model training by sharing only the results of local training without collecting

users’ private data. Typically, it is a centralized architecture containing a parameter

server as the central node to perform operations such as parameter aggregation. In a

general scenario, a portion of clients are selected as participants in each training round

without considering the communication cost, and partial customers participate in each

round [32]. Due to its privacy-preserving properties, FL has been studied and used

in many fields. For example, in the field of finance, FL is applied to train a shared

fraud detection model with class-imbalanced private data from different financial in-

stitutions [33]. FL is considered as a natural fit with the open banking data market,

and the challenges and corresponding solutions are explored in depth in [34]. Also in

the medical field, it is attracting more and more attention for some healthcare applica-

tions [35–37]. FL-based healthcare is popular to protect the local data of patients while

fully exploiting the value of the data to provide better healthcare services to them. As
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FL attracts many health data clients for computation and model aggregation, its train-

ing quality, such as accuracy, will be significantly improved, which may be difficult to

achieve by centralized machine learning approaches with fewer data [38].

3.2.3 Personalized Federated Learning

Figure 3.1: FedPer

Data heterogeneity is one of the main challenges in the field of FL, which is the

non-IID training problem we mentioned earlier. It can make the global model perform

poorly on a single client, and even affect the joining of new clients in FL [39]. It can

be broadly divided into two scenarios, i.e., weakening the impact of non-IID to achieve

better global uniformity, and catering to personalization and training personalized mod-

els to provide better individual services. For the purpose of this article, we will focus on

the second scenario. Most personalization FL techniques involve two basic steps: first,

clients collaborate to train a global model and then train their personalized models with

local data individually [40]. Some existing solutions to this problem include federated

transfer learning [41], Federated Meta-learning [42], Personalization Layers [43], etc.

Among them, the FedPer method proposed in [43] has attracted our attention for its

easy-to-extend and easy-to-understand advantages. It is essentially based on the idea
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of transfer learning, which can be used as a common method to realize personalized

FL. It divides the model into base layers and personalization layers, where the base

layers are collaboratively trained through federated learning, and the personalization

layers only participate in local training rather than global aggregation, so as to realize

personalized needs and reduce communication overhead. Inspired by this work, we

make some improvements in terms of security and propose a personalized FL system

based on blockchain.

3.2.4 Blockchain based Federated Learning

As a promising technology, blockchain has the advantages of decentralization, re-

ducing network congestion, ensuring the security of data transmission and sharing, and

so on [44]. By virtue of its distributed nature, is seen as a secure and decentralized

potential footstone on the Internet of Things [45]. Since a centralized server always

exists for model aggregation and issues in the FL training process, the security and pri-

vacy issues cannot be well avoided. Especially, the single point of failure will lead to

the system collapse, so the emerging blockchain technique is introduced to decentral-

ize the server. Lu et al. [46] firstly designed a privacy-preserving data sharing scheme

that combines FL with blockchain. Without the centralized server, the potential attacks

can be alleviated and the utilization of computing resources can be improved by client

coordination. Furthermore, given the malicious clients or central servers which may

reveal user privacy in the global model, Li et al. [47] devised an innovative commit-

tee consensus mechanism for the blockchain, where the dishonest nodes are removed

from the training process. Kang et al. [48] proposed a reputation-based worker se-

lection mechanism for the FL. The reputation of workers is calculated according to a

multi-weight subjective logic model and consortium blockchain is imported to manage

ultimate reputation in order to prevent unknown attackers. To achieve a considerable

balance between efficiency and security, Qu et al. [23] proposed a novel FL called FL-

block, which allows the device to exchange local updates in the vicinity of end devices

in the blockchain. Although there are many blockchain-based FL schemes available,
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it can be challenging to find a privacy-preserving framework that is specifically de-

signed for the IoMT scenario. Furthermore, most existing approaches require clients to

upload complete model parameters, which can consume a significant amount of com-

munication and storage resources. However, in this article, we propose a more efficient

approach that only uploads and aggregates the base layers, improving both efficiency

and model performance under personalized needs.

3.3 System Design

In this section, we introduce the system design and comprehensive steps for our

proposed framework. We summarize the symbols used below in the table 3.1.

Table 3.1: Variables and Symbols

Lb Number of base layers.
Lp Number of personalization layers.
L The total number of model layers.
wt

i,b
Weight tensors of base layers of client i in
the t-th round.

wt

i,p
Weight tensors of personalization layers of client i
in the t-th round.

L The total number of model layers.
wi(t) Local model of client i at epoch t.
w0

i
(t) The selected part of model of client i at epoch t.
⌘ Learning rate.
T Number of training epochs.
rFi The gradient of the loss function with respect to

the model parameters of client i.

In the system design of this paper, we consider that there are N patients involved

in the FL process. The patients have corresponding IoMT devices to monitor them and

collect data. We consider that all these devices have computational and communication

capabilities, i.e., they can support machine learning tasks. The system workflow can be

divided into three steps, as shown in Figure 5.2, namely Task Assignment, Local Train-

ing (i.e., Base + Personalization Layers), and Blockchain-based Global Aggregation

(i.e., Base Layers), where the first step is executed once before training initialization,
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Figure 3.2: System design

the second and third steps loop until the specified number of epochs is reached or until

the global model achieves the target accuracy.

3.3.1 Task Assignment

The first step to be taken is the training tasks assignment. In FL, individual clients

coordinate to train a global model. Then before starting, the initialization model for

training, such as a convolutional neural network (CNN) model, is first specified and the

devices involved in the training are identified. Since we use a model partitioning train-

ing method to achieve personalization requirements, we also need to specify the model

partitioning method before training. For N patients, we consider model partitioning to

be uniform for each individual. Denote the number of base and personalization layers

by Lb and Lp. In this case, both the base and personalization layers are trained in the

second part of the system workflow, but only the base layers are involved in the global

aggregation, i.e., the third step. Here we adopt a more general setting compared to [43],

i.e., Lb and Lp take non-negative values and both satisfy that:

Lb + Lp = L, (3.1)

L denotes the total number of model layers. When Lb = 0, all layers belong to the

personalization layers, which are only involved in local training. So there is no global
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Algorithm 1 Local Training
1: Initialize w0

i,b
,w0

i,p
with w0

b
and w0

p;
2: Initialize parameter ⌘,M, T ;
3: for epoch t = 1, 2, ..., T do
4: Select M clients randomly;
5: for each client i = 1, 2, ...,M do
6: (wt

i,b
,wt

i,p
) = (wt�1

i,b
,wt�1

i,p
)� ⌘rFi((w

t�1
i,b

,wt�1
i,p

));
7: Upload wt

i,b
to blockchain for aggregation;

8: end for
9: end for

aggregation phase at this time, which is equivalent to conventional machine learning

on a single client. Correspondingly, when Lp = 0, there are no personalization layers

equivalent to conventional federated learning.

In addition, since a blockchain-based global update is used in our system, the cor-

responding consensus algorithm also needs to be specified. The consensus protocol

of our consortium blockchain is Proof of Stake (PoS) combined with the reputation-

based mechanism. The miners compete for the leader who is responsible for the model

aggregation and the next task assignment.

3.3.2 Local Training (Base + Personalization Layers)

After specifying the model partitioning method, each IoMT device is first trained

locally. Note that for ease of representation, in the following, client i also refers to the

IoMT device of patient i. We use the wt

i,b
to denote the weight tensors of the base layers

of client i in the t-th round. Note that the base layers consist of layers with different

dimensions. Similarly, we denote the personalization layer of client i in round t as wt

i,p
.

The complete model of client i in round t is denoted by (wt

i,b
,wt

i,p
).

Then we give the corresponding algorithm description. First, in the initialization

phase, the training parameters and local models are determined and initialized for all

clients. At the same time, the division method of the model is specified and base layers

and personalization layers are clarified. During the training phase, each client uses local

private data to update model parameters via gradient descent. The point is that the client

only uploads base layers of the model to blockchain for the secure global aggregation,
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Algorithm 2 Blockchain-based Global Aggregation
1: Input: wt

i,b

2: Output: wt
g

3: for epoch t = 1, 2, ..., T do
4: Select the miner with Max(coinage);
5: Receive wt

i,b
from M clients;

6: wt
g =

P
M

i=1(ni/
P

M

i=1 ni)wt

i,b

7: Publish global update wt
g;

8: end for

while the personalization layers are maintained locally.

3.3.3 Blockchain-based Global Aggregation

Firstly, users upload local training models to the miners. Then miners check the

validity of signatures attached to the uploaded models. If the signature is legitimate, the

updates are put into the transaction. The miners also need to compete for the winner

which is determined by the token-owning amount, where the selection process can be

presented as Max(coinage). Note that coinage equals the total number of owning

coins plus accounting days. The selected winner should aggregate all local models to

form a global model that is considered the task for the next turn. After each epoch,

the submitted models from miners are evaluated to generate a reputation credit, which

becomes a reference for token distribution. The evaluation criteria is illustrated as r =
1
n

Pi=n
1 w

t
i,b

wt
g

, where r refers to the calculated reputation. The detailed procedures are

illustrated in Algorithm. 10

3.4 Security Analysis

In this section, we discuss the potential attacks that our framework can defend.

1. Single-point-of-failure attack: In traditional FL, a centralized server always ex-

ists. Once this server is invaded, the whole system will be under control by the

attacker. In our proposed blockchain-based FL framework, the single server has

been replaced by a series of lightweight nodes which defend against the possible
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occurrence of single-point-of-failure attacks. In addition, the widely used proof-

of-work (PoW) consensus in the blockchain cannot defend the 51% attack, which

means the adversary takes control of the majority of computation power in the

blockchain system. Given the 51% attack brought by PoW, we utilize the PoS

consensus adopted by Ethereum. The block generation authority is determined

by coinage rather than the computation power. Our designed blockchain-based

FL framework prevents single-point-of-failure attacks in a further step.

2. Poisoning attack: Poisoning attack occurs when multiple parties train a model

and attackers amid them maliciously modify their own samples involved in the

uploaded model in order to interfere with the global model of the FL. In our pro-

posed blockchain-based FL framework, the introduced reputation-based miner

selection mechanism can eliminate this potential risk. If the accuracy of the sub-

mitted model deviates from the final global model excessively, the corresponding

miners only get a few token rewards from the system, which decreases the suc-

cess rate in the next round. This incentive mechanism mitigates poisoning attack

to some degree.

3. Data leakage attack: The previous research has reported that the adversary can

infer the privacy data from the issued global model. However, in our framework,

we utilize the consortium blockchain to block all unauthorized users in advance.

If the signature of the uploaded model is against the records in the database, the

contribution of users will not be counted. Therefore, the data leakage issue in our

model can be alleviated.

3.5 Simulation Experiments

In this section, we perform detailed simulation experiments to validate our system.

In the following, we give the specific experimental setup and comprehensively analyze

the results.

29



3.5.1 Setting

The simulation experiments are executed on Ubuntu 18.04 with an Nvidia GTX

3070 GPU. In our experiments, we use stochastic gradient descent to perform parame-

ter updates for our clients. In our setup, 30 clients are involved in the training. In the

following experiments, we test the performance of the system under different datasets,

different data heterogeneity, and the different number of personalization layers scenar-

ios, respectively. For the experiments, we derive the results after 100 rounds of training,

where one round means one global update. The parameters of the simulation experi-

ments are given in Table 5.2.

Table 3.2: Simulation Parameters

Parameters Values
System Ubuntu 18.04
GPU Nvidia GTX 3070 GPU

Number of Clients 30
Number of Training Rounds 100

Non-IID Level (↵) 0.2, 0.5, 0.8
Number of Personalization Layers (✏) 0, 1, 2, 3

Training Model ResNet-34

Dataset

• Fashion-MNIST. Fashion-MNIST is proposed as a replacement for the widely

known MNIST handwritten digital image dataset because the latter is too easy

to train, and traditional machine learning algorithms are easily able to achieve

97% test accuracy [49]. Like MNIST, it includes 60,000 images, 50,000 for the

training set, and the remaining 10,000 for the test set. Each image is a 28x28

grayscale image.

• CIFAR-10. The CIFAR-10 dataset contains a total of 60,000 32x32 color images.

It includes 10 categories, where each category has 6000 samples. It is generally

divided into a training set (i.e., 50,000 images) and a test set (i.e., 10,000 images)

[50].
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Model

In this paper, we choose to use the ResNet-34 model, which is the popular and

advanced convolutional neural network model for image classification. It is different

from traditional neural networks in the sense that it takes residuals from each layer and

uses them in the subsequent connected layers. The model network contains a total of 5

convolution groups, and each convolution group contains one or more basic convolution

calculation processes. Each convolution group contains 1 downsampling operation to

reduce the size of the feature map by half. Downsampling is achieved in the following

two ways: (1)Maximum pooling: the step size is 2, only used for the second convolution

group (Conv2 x); (2)Convolution: the step size is 2, used for 4 convolution groups

except for the second convolution group. In addition, ResNet networks are built from

basic blocks. Basic block as shown in 3.3 is used to build ResNet-34 and ResNet-18.

For networks such as ResNet-50, a different ”bottleneck” building block is used to build

them [51]. But in any case, they can be considered to be stacked with the basic blocks.

This also gives us a good basis for our model partitioning. Hence, we consider the basic

blocks as in figure 3.3 as the unit for dividing the basic and personalization layers of the

model. Figure 3.4 also shows the code details of the blocks used to build the model.

Figure 3.3: Building block of ResNet-34.
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Figure 3.4: Code of building block.

Figure 3.5: Accuracy versus ↵ on Fashion-MNIST.

3.5.2 Training Versus Different Non-IID Level

To describe data heterogeneity, we introduce the concept of Non-IID level and de-

note it by ↵. When ↵ = 0.4, it means that 40 percent of the client’s local data belong to

the same class. When ↵ = 0, it means that the data are independently and identically

distributed. We test on Fashion-MNIST and CIFAR-10 datasets with 30 clients. Note

that epoch refers to the number of global model updates. In our experiments, we set the

training to terminate when it reaches 100 epochs, which means that the global model

(i.e., Base Layers) is updated 100 times. Note that since each client only uploads the

base layers of its local model to the blockchain, when we call the global model we refer

to the weighted-averaged result of the base layers uploaded.
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Figure 3.6: Accuracy versus ↵ on CIFAR-10.

For ease of presentation, we denote personalized FL as PFL. Moreover, we will use

FL with FedAvg algorithm as the benchmark for comparison. In this subsection, we

explore the effect of data heterogeneity on training performance, and the personalization

setting is the same that the last block and the final fully connected layer are considered

as the personalization layers and will not take part in the global aggregation.

For traditional FL-related studies, accuracy refers to the performance of the global

model. However, in our study, we explore FL under personalization requirements.

Hence, to measure the effectiveness of our system, we refer Accuracy to the averaged

test accuracy on local models of each client. That is:

Accuracy =

P
M

i=1 Accuracy(i)

M
, (3.2)

where M refers to the total number of clients participating in the training, and Accuracy(i)

denotes the test accuracy on client i’s local model.

The effect of data heterogeneity on accuracy is shown in Figure 3.5 and 3.6. We
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Figure 3.7: Accuracy versus ✏ on Fashion-MNIST.

conduct experiments on three different Non-IID scenarios, namely ↵ = {0.2, 0.5, 0.8}.

It is clearly seen that PFL is better than FL in all settings, and we analyze that this is

mainly because the traditional FL aims to train a uniform model by weighted averaging,

which cannot capture the personalization features of clients well. In contrast, PFL is

able to learn more personalization features of clients by dividing the model into base

and personalization layers. The personalization layers will be maintained and updated

locally with clients’ own data, so it achieves better results. Specifically, on Fashion-

MNIST dataset, the accuracy of PFL compared to FL improves by about 0.15, 0.2,

and 0.23 in the three cases, respectively. The difference is even more pronounced on

CIFAR-10, which improves by 0.16, 0.36, and 0.43, respectively. It can be seen that the

base and personalization layers-based FL can dramatically improve the training effect

in non-IID scenarios. Moreover, the performance degradation of PFL is quite insignif-

icant compared to FL as ↵ increases. As Figure 3.5 illustrates, for the conventional FL,

the difference in accuracy between ↵ = 0.2 and ↵ = 0.8 is about 0.15 while it is about

0.06 for PFL. This is because PFL learns to personalize the model, and personalization

is its goal. FL, on the other hand, seeks a homogenized model, which obviously cannot

cope well with data heterogeneity, and thus the performance degradation is particularly

obvious as ↵ increases.
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Figure 3.8: Accuracy versus ✏ on CIFAR-10.

3.5.3 Training Under Different Model Partition

As we mentioned above, ResNet-34 is superimposed by basic blocks, and here we

divide the model in terms of each block. We introduce the parameter ✏ to indicate

the number of personalization layers and thus describe the division of the model. For

example, when ✏ = 4, it means that the last 3 basic blocks and the final fully connected

layer of the model belong to the personalization layers.

To explore the effect of model division on the results, we unify the non-IID level

to ↵ = 0.6. For the settings of personalization and base layers, we give four different

settings, i.e., ✏ = {0, 1, 2, 3}. Note that with ✏ = 0, there are no personalization layers

at this point, so we denote it as FL. The results are shown in Figure 3.7 and 3.8.

From these figures, it is easy to see that the performance of personalized federated

learning is very superior compared to FL. Regardless of the number of personaliza-

tion layers, the model’s performance of PFL is much better than that of FL. In other

words, the model performs much better when ✏ does not take 0 than when it equals to

0. And when ✏ 6= 0, the performance varies on different datasets. On Fashion-MNIST,

the highest accuracy is achieved when ✏ = 3, followed by taking the values 1 and 2.

While on CIFAR-10, the accuracy at ✏ = 1 is higher than when it is equal to 3 and

2. Therefore, we can conclude that personalization layers are necessary and can have
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a huge improvement in the training effect. However, the performance improvement is

most obvious from no personalization layers to personalization layers, and it is difficult

to specify how to divide the personalization layer to achieve the best results. Just using

the last fully connected layer as a personalization layer can still bring huge performance

gains.

3.6 Conclusion and Future Work

In this paper, we propose a blockchain-based personalized FL approach for IoMT

scenarios. We implement the need for patient personalization services in the IoMT con-

text by dividing the model into personalization layers and base layers, and stipulating

that the personalization layers do not participate in global updates. And the patient’s

privacy is protected by applying the FL approach. We also incorporate blockchain tech-

nology for the global model updating to enhance privacy protection. Finally, we conduct

simulation experiments to explore the impact of data heterogeneity and different per-

sonalization layers partitioning methods on performance, and the results show that our

approach has superior improvement over traditional federated learning with FedAvg.

In future work, we will mainly focus on improving two aspects. The first is to ap-

ply technologies such as differential privacy to prevent the model from being collected

and analyzed by honest but curious participants [14], to resist inference attacks [52],

model inversion attacks [53], and so on. On the other hand, we will work on applying

redactable blockchain in the field of FL.
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Chapter 4

DEEP-FEL: Decentralized, Efficient

and Privacy-Enhanced Federated Edge

Learning for Healthcare

Cyber-Physical Systems

4.1 Introduction

Through physical and network world integration, the artificial intelligence (AI)-

driven healthcare cyber physical systems (CPSs) assure the smooth execution of the

medical process by using corresponding equipment to monitor and collect data from

patients [54]. As the digital society of the future evolves, data is already seen to exist

as a valid virtual asset that can be shared and used by people [55]. Simultaneously, the

rapid development of learning and hardware technologies [56] drive a significant revo-

lution in the domain of healthcare data analytic in recent years [57]. For example, as the

increased interest of wearable devices and other Internet of Medical Things (IoMT) for

healthcare services, particularly in health, well-being, disease prevention, and fitness,

as well as the paradigm shift toward healthcare that is personalized and controlled by

individuals [58].
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While the conventional deep learning-based applications used in medical institu-

tions always need collect raw data from different hospitals or individuals to a centre

server before training, the personal sensitive information leakage and high transmission

overhead cannot be avoided. Furthermore, the healthcare data often stem from rela-

tively clinical institutions, and then might encounter unquantifiable bias due to the het-

erogeneity [59]. Medical institutions are unwilling to share their personalized, highly

sensitive information, and even model information which could be inferred from fed-

erated training outputs. Therefore, it is of importance to apply privacy enhancement

technology to strengthening the privacy protection between different institutions.

Scalable and viable solutions are necessary to protect digital assets such as propri-

etary data in such an expanding digital environment [60]. In order to take full advantage

of this sensitive data to provide better healthcare, putting in place the demanded secu-

rity practices is quite crucial [61]. Therefore, Federated Learning (FL) as a privacy-

enhancing distributed machine learning technique can be used to address the above

challenges. Considering data sensitivity and fragmentation, FL enables clients to co-

train a shared global model locally without transferring raw data [62, 63].

To achieve high performance and efficiency of FL, Liu et al. [64] reduced the rounds

of communication process among clients who conduct multiple local updates before ag-

gregation by Federated Stochastic Block Coordinated Descent. Then, it is theoretically

analyzed concerning the impact of the number of local updates. While these existing

efficient FL frameworks are parameter server-based that is susceptible to the white-box

attack (e.g., membership inference attack), which may result in the client-level privacy

leakage [65]. Furthermore, since these frameworks are concentrated on data gover-

nance problem alleviation, the potential single-point failure and high communication

overhead issues cannot be well addressed.

To address the above challenges, we aim to develop a system that owns the following

features:

• Decentralized: We would like to use a decentralized structure to avoid the single

points of failure. At the same time, the role of each participant is fair, especially
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Figure 4.1: DEEP-FEL distributed training with four-party collaboration.

In Figure 4.1 we show an example including four medical centers. The edge server is
responsible for parameter transmission (disturbed model data), and the mobile devices
correspond to the IoMT devices in these institutions, which can collect and store patient
data and perform certain computations.

for cooperation between privacy-sensitive medical institutions.

• Efficient: Since the communication capabilities of mobile devices are uneven,

fast communication can be carried out in a local area network or small area.

Therefore, in order to improve communication efficiency, direct communication

between mobile devices across medical centres should be forbidden, and the edge

servers with strong communication abilities should be used to aggregate informa-

tion in medical institutions before mutual communication with servers in other

medical institutions.

• Privacy-enhanced: Medical privacy data should not be shared and should be

fully utilized. So federated learning is a viable solution. At the same time, feder-

ated learning itself also faces some security threats, so further privacy enhance-

ment is also a design direction we need to consider.

Hence, to achieve the above-mentioned goals, we aim to develop a privacy-enhanced

efficient decentralized mobile healthcare system with differential privacy. Figure 4.1
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gives a general example of the four-party collaboration. Since each edge server and its

subordinate mobile devices belong to the same medical institution, four medical institu-

tions form a ring topology. Note that each institution can be regarded as a node, and two

adjacent nodes on the ring can communicate with each other. First, the mobile devices

of each medical institution conduct local training based on the collected patient infor-

mation. After the training task completion, the model weights will be transmitted to the

server in the medical institution for preliminary aggregation. Then the parameter aggre-

gation between medical institutions is carried out based on the ring topology through

the interaction between the servers. Note that the server should firstly add artificial

noise to the model parameters for privacy protection enhancement and then communi-

cate with the adjacent medical institutions on the topological structure. Finally, a round

of federated learning is completed. The same training process will continue for several

rounds until the ideal set accuracy or training duration is reached. More details will be

illustrated in Section 4.3.

The main contributions of this paper are listed as follows:

(1) In our system, we first adopt a hierarchical architecture based on ring topology.

This architecture utilizes communication and storage capabilities of edge servers to

aggregate model parameters and communicate with other institutions. Moreover,

the mobile devices can quickly communicate with the edge server inside the same

institution, further improving the overall efficiency of the system.

(2) We consider the communication efficiency between servers within different medical

institutions, and present the detailed processes to construct the ring topology as an

optimization problem, which is then solved efficient heuristics solution to improve

the communication bottleneck.

(3) Privacy-enhancing and efficient global parameter aggregation algorithms are de-

signed for our system. Compared with the conventional methods, it reduces com-

munication cost to improves the system efficiency. Besides, it also enhances privacy

protection by adding artificial noise.
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(4) We conduct thorough and detailed experiments on three medical datasets. The ex-

periment performance proves the superiority of our system.

4.2 Preliminaries and related work

4.2.1 Centralized Federated Learning

In general, centralized federated learning requires participants to collaboratively

achieve a joint ML model under the orchestration of a center parameter server. In

this scenario, the parameter server can easily aggregate the parameters and guarantee

convergence with synchronous or asynchronous parameter aggregation protocols (e.g.,

ADMM, SSGD, AdaDelay). For example, in [66], the authors exploit to make the

clients perform online learning with continuous streaming local data, and the parameter

server aggregates the learning parameters in the proposed federated learning framework

which asynchronously updates the model.

However, the FL with a centralized parameter server could suffer from some secu-

rity and stability concerns. Since the parameter server might be an adversary who can

receive updates from each participant over time, and then analyze the private informa-

tion of each participant [67,68]. In addition, it also faces some issues about single-point

failure and high communication overhead and limited network bandwidth [69].

4.2.2 Decentralized Federated Learning

In recent years, a series of work about decentralized FL have been done to improve

the problems caused by centralized structure. In [70], the authors considered a peer-to-

peer FL structure in which the participants iterate and aggregate the beliefs of their one-

hop neighbors to generate a global model. Similarly, peer-to-peer FL towards medical

applications has been proposed to address the problem that all clients need to agree on

one trusted central party whose failure would disrupt the training process [71]. Further-

more, to sidestep the limitation of connectivity between IoT devices, the authors [72]

proposed a peer-to-peer learning structure as a solution, which does not require a central
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Figure 4.2: A comparison of decentralized federated learning topologies with four
clients.

node to orchestrate the model training.

As usual, decentralized architecture can be divided into two types (i.e., peer to peer

and ring topology), which are shown in Figure 4.2. The peer-to-peer architecture is

characterized by high flexibility, and everyone can freely communicate mutually. Al-

though some current works have utilized this topology to construct a decentralized FL

framework [71,73,74], some obvious shortcomings still exist. For example, in the con-

text of mobile devices, when users send excessive messages to the same user, communi-

cation bottlenecks may be aggravated. In addition, mobile devices are mostly supported

by batteries and the end-to-end structure requires frequent communication, so it may be

difficult for mobile devices to participate in training stably and continuously.

On the other hand, the ring architecture is also used in decentralized federated learn-

ing [67], which can reduce communication overhead and improve system bandwidth

and stability compared with traditional decentralized algorithms. In the ring topology,

only two adjacent nodes need to communicate, so we can further improve the efficiency

of the system by optimizing the ring construction. In this paper, we consider each de-

centralized endpoint to be a server in a medical institution. Therefore, compared to

mobile devices, our endpoints have higher stability and stronger communication ca-

pabilities, which also theoretically reduces topology reconfiguration and inefficiencies

due to ring topology instability. In addition, through the parameter update algorithm
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we designed, the characteristics of the ring topology are cleverly combined, and the

transmission of the communication data volume is greatly reduced.

4.2.3 Hierarchical Federated Learning

The breakthrough of theory and techniques in edge computing dramatically strength-

ens the computing capacity of the cloud and improves the quality of mobile services.

The authors introduced an edge cloud architecture to overcome the latency caused by

centralized or remote cloud-based IoT data processing [75]. Similarly, the IHSF [76]

approach improved hybrid fog computing IoT systems based on software-defined net-

works to enhance the performance of communication based on edge computing models.

The authors [77–79] exploited to combine edge computing with federated learning in

some fields (e.g., Internet of Things, social network), which results in high performance

on convergence and efficient training. In the hierarchical FL scenario, the authors

migrated the learning model parameters from clients to multiple edge nodes, without

transferring them to a centralized parameter server. However, it is tough to leverage the

powerful computation of cloud-sole with edge computing. Hence, in [80], the authors

exploited to integrate the sufficient storage of cloud server and efficient communication

of edge server into a three-tier client-edge-cloud federated learning framework to bal-

ance the trade-off between communication and computation, by which multiple edge

servers can execute partial model aggregation tasks.

4.2.4 Differential Privacy in Federated Learning

Differential privacy (DP), as a strictly theoretical privacy-preserving technique, can

maximize the data utility while guaranteeing an effective privacy level [81]. In [82],

the authors pointed out that in federated learning, gradient updates transmitted between

servers and participants had been shown to be potentially recoverable by attackers. And

the features of DP make it effective in federated learning against threats such as the

above, thus enhancing privacy protection. In [83], the authors proposed a differential

privacy mechanism-based federated learning framework that not only makes the clients
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collaboratively learn a shared model without raw data transferring during the training

process but also protect the parameters from potential privacy attacks. In [84], the au-

thors exploited to address the problem that local dataset might be leaked by analyzing

the shared model and thus proposed a differential privacy-based algorithm for clients

in federated optimization to conceal clients’ information, bridging the gap between

privacy-preserving and model accuracy. Further, unlike DP, the normal local differ-

ential privacy is developed to protect the data privacy during the collection. Hence, the

authors [85] investigated to provide the local differential privacy for the learning param-

eters in the FL of large-scale DNNs through multiple individual clients’ local datasets

for privacy-preserving. Although in fields such as healthcare, there are some works

combined with federated learning, which have been considered to protect privacy, but

due to the security threats mentioned above, it is necessary to further utilize differential

privacy to enhance privacy protection.

4.2.5 Healthcare Cyber Physical Systems

Cyber-physical systems (CPS), which closely interweave software and physical

components, can be applied to numerous fields including healthcare, environmental

protection [86]. In healthcare applications, one critical goal of the CPS model is to

ensure data security [87]. The development of computing abilities for mobile devices

makes this process more feasible and innovative in monitoring and delivery of health-

care information, namely, mobile healthcare [88]. For example, the authors proposed a

voice pathology detection system on the mobile healthcare framework with deep learn-

ing technologies, in which voices are captured using smart mobile devices [89]. Mean-

while, in [90], the authors proposed an intelligent m-healthcare system based on IoT

technology for offline human activity classification and robust and precise human activ-

ity recognition by using data mining techniques. However, healthcare data are usually

fragmented and private sensitive, which makes it difficult to share across hospitals.

Hence, federated learning as a collaborative learning method needs the clients to train

a shared global model under a parameter server with all the sensitive data in local insti-

44



4.3. DEEP-FEL SYSTEM

tutions for privacy preservation.

4.3 DEEP-FEL System

We consider that there are an edge server and several medical devices within each

medical institutions, whose total number is n. Similar assumptions have been men-

tioned in many articles, mainly considering the computing and communication capabil-

ities of edge servers [91–93]. Since the main contribution of this paper is the algorithm

and architecture level, the specific settings for edge servers will not be expanded here.

Different medical institutions form a decentralized ring topology for global model ag-

gregation. In order to avoid confusion, we point out that the edge server is equivalent

to the parameter aggregator in each institution, and it can participate in multi-party col-

laboration on behalf of the medical institution. Therefore, in the following, the nodes

in the ring topology also mean edge server of each institution, which transmit end data

to logically next server and receive it from the previous one. The devices in each insti-

tution perform local training based on the collected data from patients. The edge server

in each medical institution acts as a parameter server for medical device training result

collection and edge model generation.

The overall workflow is briefly given as follows:

• Step 1: The devices in each medical institution use the collected patient data for

local training.

• Step 2: After the local training, the medical devices upload the training results to

the edge server in the corresponding institution.

• Step 3: Each edge server first aggregates the received information and generates

an edge model which corresponds to the representing medical institution.

• Step 4: Edge servers add artificial noise to the model weights for privacy en-

hancement.
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• Step 5: Edge servers perform the global aggregation process based on the formed

ring topology to generate a new global model. And then, they will distribute the

new model to medical devices to update their local models. If the model has

reached the expected accuracy or the specified number of training epochs has

been performed, the whole process ends, otherwise, skip to step 1.

The following content is divided into four parts (i.e., ring topology, local training,

privacy enhancement, and ring-based aggregation). We illustrate the four parts and

introduce the corresponding algorithms in detail.

4.3.1 Ring Topology

As Figure 4.1 illustrates, each medical institution acts as the node on a ring topology.

Since the edge server in the medical institution participates in the global parameter

update, we also regard the edge server as a node on the ring topology. Although the ring

topology in FL has been proposed in [67], our method has more advantages compared

with their work:

1. Wang et al. [67] directly use mobile devices as nodes in the ring topology. In ac-

tual federated learning, the number of mobile devices may be hundreds or thou-

sands. For such a large-scale deployment, it will be tough to communicate under

the ring topology due to the heterogeneity in hardware, network condition, and

so on. In our scheme, we use the hierarchical structure to improve system effi-

ciency, which allows edge servers with stronger computing and communication

capabilities to act as nodes in the ring topology.

2. Wang et al. [67] form a ring is to use the node identity to determine the location

of each node through a hash function. Although the theory is feasible, it would

be very unreasonable considering the heterogeneity of the equipment of federated

learning and the difference in communication capabilities. We consider the dif-

ferences in communication between each node and propose a heuristic method to

organize them into a ring more reasonably.
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3. During update process, each node will transmit the complete model to other

nodes. The total amount of data transmitted is N(N � 1)M , where N repre-

sents the number of nodes and M represents the size of the model, and we reduce

it to 2
N
(N � 1)M in our proposal.

Then, we will first illustrate the optimization problem in ring construction and pro-

pose the corresponding solution.

Formulation

We assume that there are a total of n servers that form a ring topology to confirm

the node which communicates in the process of parameter aggregation. We assume that

the time cost for server i to j to transmit data is cij . Thus, we have:

cij =
sij

bij
, i, j 2 [1, n] (4.1)

where sij indicates the size of data transferred from server i to j and bij illustrates the

bandwidth rate from server i to j.

For better understanding, we illustrate the above-mentioned process in the form a

graph. Consider a complete graph G = (V,E), V = {v1, v2, ..., vn} represents the set

of all nodes, E = {eij : i, j 2 [1, n]} is the edge between nodes set. Each edge eij owns

its corresponding weight (i.e., cij), which represents the communication overhead from

node i to j. Then, we define the problem is to find a Hamiltonian cycle, and minimize

the maximum weight of the edge.

In the transmission process, the communication between each two nodes is carried

out in parallel due to mutual independence. Therefore, the time cost of each round

depends on the slowest pair of nodes (i.e., the edge with the largest weight in the above

formulation). Note that each node has transmitted information to the next node and

received the message of the previous node. Hence, our optimization goal is to achieve

the largest weight as small as possible.

Actually, our formalized problem is a variant of the famous traveling salesman prob-

lem (TSP) called the asymmetric bottleneck traveling salesman problem (BTSP), which
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aims to find a tour a1, a2...an that has the minimum tour value. It can be defined as

max{cai,ai+1 , i 2 [1, n� 1]} [94]. Asymmetric means that the cost between node a to b

and b to a is different cij 6= cji, which is closer to the realistic situation of our problem.

Our ring construction problem is abstracted to BTSP and NP-hard [95]. In the following

part, we will introduce the heuristic Lin-Kernighan-Helsgaun (LKH) solution.

Heuristic Solution

It is well known that the BTSP problem could be handled by a TSP solver [95]. The

Lin-Kernighan-Helsgaun (LKH) algorithm [96] is generally considered as an effective

heuristic for solving TSP, and the LKH-based BTSP solver called BLKH has already

been proposed in [97], which shows that the BTSP below a million vertices level can

be concluded to the optimum in a reasonable time by using LKH as a black box. We

briefly describe BLKH in Algorithm 3 based on [97].

Note that the BBSSPA, BSCSSP and BAP functions in line 4 of Algorithm 3

are the methods to improve the lower bound by solving Bottleneck Biconnected Span-

ning Subgraph problem, Bottleneck Strongly Connected Spanning Subgraph problem,

and Bottleneck Assignment Problem relatively, which can be found in [98]. And the

solveByLKH is the LKH solver for standard TSP instance.

4.3.2 Local Training

Procedure on Device

Prior to the local calculation process, the united initial model is issued to each mo-

bile device within the medical center. Each device trains on the initial model based on

the patient data collected by itself. The local training algorithm is shown in Algorithm

4. After the training, each mobile device will send the training results to the server of

the medical center for edge parameter aggregation.

Upon receiving the latest edge model (after the global update), the mobile device

will use the local data for the next round of calculations. This process is repeated until

the set number of rounds or the accuracy value of the model has been reached.
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Algorithm 3 BLKH
1: Input: Cost matrix c
2: Output: Bottleneck b and Tour t
3: Initialize LowerBound l by computing 2-Max bound
4: l = Max{l, BBSSPA(l), BSCSSP (l), BAP (l)}
5: Low = l
6: b = High = solveByLKH(Low,MAX INT )
7: while Low < High and b 6= l do
8: temp b, t = solveByLKH(Low,High)
9: if temp b < b then

10: b = high = temp b
11: if High  Low then
12: Low = l + High�l

2
13: end if
14: else
15: Low = Low + High�Low+1

2
16: end if
17: end while
18: return b, t

Procedure on Server

When the edge server collects the updates from the mobile devices in the institution,

it will perform a weighted average to generate an edge model that represents the medical

institution. The edge model will participate in the subsequent global update based on

the ring topology. After the update is completed, the server will distribute the latest

global model to each medical device for next round training.

4.3.3 Privacy Enhancement

Differential privacy (DP) is a common privacy-preserving technique in deep learn-

ing, as in [99], where a Gaussian noise satisfying differential privacy is added to the

stochastic gradient descent process to protect privacy issues during training. The main

idea of DP is to achieve, for two neighboring datasets, that the deletion or modification

of a tuple did not affect the output of the query function.

Local differential privacy (LDP), as a variant of DP, considers that changes between

any two tuples do not affect the output of the query function. In the LDP setting, users

only send the perturbed report to the server rather than original data to protect it from

inference attacks. The following is the definition of ✏-LDP .
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Algorithm 4 Local Training
1: Input: Edge model !i

2: Output: New edge model !i

3: for each medical institution i = 1, ..., n in parallel do
4: Randomly select m devices to train
5: for each device j = 1, ...,m in parallel do
6: !ij  !i

7: !ij  !ij � ⌘rFij(!ij)
8: Send local model !ij to edge server i
9: end for

10: for each server i = 1, ..., n in parallel do
11: Receive all updates from devices in institution
12: !i  

P
m

j=1
!ij |Dij |Pm
j=1 |Dij |

13: end for
14: end for
15: return !i

Algorithm 5 Data Perturbation
1: Input: !i, Laplace function l(x)
2: Output: Perturbed edge model f!i

3: for each institution i = 1, ..., n in parallel do
4: for each element x 2 !i do
5: Replace x with ex = x+ Lap(�s

✏
)

6: Then, we get f!i !i

7: end for
8: end for
9: return f!i

Definition 1 (✏-LDP ). Since ✏ > 0, a random algorithm l satisfies ✏-local differential

privacy, if and only if any inputs x1, x2 in the finite field of possible values for user data

x, for any output y, respectively. Hence, we have:

Pr[l(x1) = y]

Pr[l(x2) = y]
 e

✏
. (4.2)

According to the equation (5.4), a lower privacy budget ✏ results in a higher plausi-

bility of the distribution, which can obtain better privacy guarantees. In the distributed

setting of federated learning, LDP is ideally suited for client-level privacy protection. To

enhance the privacy protection of local updates within medical institutions, we adopted

LDP to add artificial noise on the edge model before the global aggregation process.

As Algorithm 5 illustrates, the weights will be perturbed on edge servers through the

Laplace mechanism before the global aggregation. In line 4 of Algorithm 5, x represents

the value of the element in !i. In line 5, Lap(·) indicates the Laplace distribution,
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4.3. DEEP-FEL SYSTEM

(�s

✏
) is the distribution scale parameter, and �s is the local sensitivity that denotes the

difference between the max and min of e. The goal of this mechanism is to adopt the

Laplace distribution to achieve ✏-LDP with the exact query result.

Each medical device uses its local data to train the local model and then uploads

it to the edge server. The servers aggregate and average the uploaded weights from

the devices, which preserve weights privacy with the data perturbation algorithm and

then take part in the ring-based global aggregation to update the global model. We

add artificial noise to prevent leakage of information about the edge model in each

institution, so the honest but curious participant will hardly be able to infer the privacy

characteristics of the medical institutions.

4.3.4 Ring-based Aggregation

The global update process is based on the ring topology determined in subsection

4.3.1 and we design our RingAVG algorithm which can greatly reduce the amount of

data transmitted compared with traditional methods based on Ring-all-reduce, which

was proposed by Baidu in 2017 [100]. Their research aims to reduce the communi-

cation overhead between different GPUs, allowing them to spend more time on model

calculations. Although their design is under the traditional machine learning paradigm,

the distributed thinking has inspired this research.

Then, we are going to explain the RingAVG algorithm in detail through both the

figure and algorithm description. As Figure 4.3 illustrates, we give an example of four-

party collaboration. Since it is a ring topology, in order to facilitate uniform expression

with mathematical formulas, we make its subscripts start from zero. Similarly, part of

the subscripts after the model is evenly divided start from zero.

Before starting, each server will calculate the weighted value of its edge model

after perturbation to facilitate subsequent aggregation operations. For example, when

N parties participate, a total of 2(N � 1) rounds of transmission are required. In the

figure, N = 4, so a total of 6 rounds of transmission are required. And it can be divided

into two stages, scatter-reduce, and all-together stage. The distinction between these
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two stages is whether all parties get part of the final model. Note that in the following

we describe the example in the figure (N = 4). The server 0 we mentioned refers to the

server with subscript 0 in the ring topology.

Figure 4.3: Ring-all-reduce. To simplify the representation, we have omitted the ini-
tialization process in the figure, that is, before the algorithm starts, each server will
multiply its edge model parameters by its weight as the initial input of the global ag-
gregation. Therefore, the final result can be obtained through multiple accumulations
instead of weighted averaging.

Scatter-reduce

At the beginning of the algorithm, the server divides the model into four parts

equally. In the first round of transmission, server 0 transmits part 0 of the model to

server 1 and receives part 3 of the model sent by server 3. The rest of the servers can

be inferred by analogy. When server 0 receives the third part of the model, it adds it

to the third part of the model it maintains. Then after the first round, each server has a

model part that is aggregated from both sides. Note that since we weighted the models

in advance, the models from the other servers and the local model are simply added to

get the updated model of this round. In the second round, server 0 sends the third part

of the model (i.e., the most recently updated part) to server 1 and receives the second

part of the model from server 3. Server 0 adds it to the second part of the model, thus

maintaining the second part of the model obtained by the three-point aggregation. And

so on, after the second round, each server has a model from the three-way aggregation.

The state after three rounds is represented by the last subgraph in the first row, as shown
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Algorithm 6 RingAVG
1: Input: !j , N, r, Dj

2: Output: !j

3: for each server j = 0, 1, ..., n� 1 in parallel do
4: !j  |Dj |

|DN |!j

5: end for
6: [Scatter-reduce]
7: for round r = 1, 2, ..., N � 1 do
8: for each server j = 0, 1, ..., n� 1 in parallel do
9: pre = (i� 1 +N)%N

10: next = (i+ 1)%N
11: part(i, r) = (i� (r � 1) +N)%N
12: Model Transmission:
13: send !part(j,r)

j
to edgenext

14: receive !part(pre,r)
pre from edgepre

15: Update Model:
16: !part(pre,r)

j
 !part(pre,r)

j
+ !part(pre,r)

pre

17: end for
18: end for
19: [All-gather]
20: for round r = N,N + 1.N + 2, ..., 2N � 2 do
21: for each server j = 0, 1, ..., n� 1 in parallel do
22: send !part(i,r)

j
to edgenext

23: receive !part(pre,r)
pre from edgepre

24: replace !part(pre,r)
j

with !part(pre,r)
pre

25: end for
26: end for

in figure/refFIG:ringallreduce.

All-gather

Before this phase begins, the quartet obtains a portion of the final required model

maintained by each server. During the rest of the phase, each server in turn sends a part

of the final model to the next adjacent server and receives updates from the previous

server. After receiving this model, each server directly replaces the corresponding part

maintained by itself. After three rounds, each server’s model is completely updated and

the new global model is obtained.

The description of the algorithm is slightly more complex considering the general

representation of the ring subscript. For better understanding, we illustrate the process

of the algorithm using representative figures.
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RingAVG Algorithm

Figure 4.3 illustrates the detailed process of this algorithm. First of all, the edge

servers form a ring topology. For ease of presentation, the subscripts here start from 0,

indicating their position on the ring. Assume there are N servers, then the subscript is

from 0 to N � 1. pre represents the previous node of the current node. If the subscript

of the current node is 0, then the subscript of the previous node is pre = (i� 1+N) =

N � 1. next represents the next node of the current node. If the current node is 1,

then the next node is next = (i+ 1)%N = 2. part(i, r) represents the subscript of the

model part to be sent by the server i in the r round. Note that in the All-gather stage,

we use the subscript without repeating its definition.

4.4 Evaluation

In this section, we first perform experiments to verify the heuristic BLKH solution

compared with greedy and random solutions on the ring construction problem. For the

instances, we choose ten commonly used large-scale asymmetric instances in BTSP.

Then, we apply BLKH into our system and carry out simulation experiments that prove

the superiority of DEEP-FEL.

4.4.1 Experiments on Ring Construction Problem

Settings

First, we will explain our input. According to our problem, a two-dimensional

Cost matrix is actually formed, as shown in the figure below. Among them, Cost[i, j]

represents the cost of transferring from i to j. Because we cannot pass it to ourselves,

we set cost[i, i] to a large number. Then it is flattened into a one-dimensional matrix

as input, and the number of nodes is also input, which is convenient for algorithm

processing.

The greedy algorithm strategy here is to start with the first node and select the next
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Table 4.1: Cost Matrix

Node 1 2 3 ... n-1 n
1 +1 c[1,2] c[1,3] ... c[1,n�1] c[1,n]

2 c[2,1] +1 c[2,3] ... c[2,n�1] c[2,n]

3 c[3,1] c[3,2] +1 ... c[3,n�1] c[3,n]

... ... ... ... ... ... ...
n-1 c[n�1,1] c[n�1,2] c[n�1,3] ... +1 c[n�1,n]

n c[n,1] c[n,2] c[n,3] ... c[n,n�1] +1

Figure 4.4: Performance comparison among BLKH, Greedy, and Random

node with the smallest cost in turn. The random strategy starts from the first node and

randomly selects the next node. Examples for testing are randomly generated. For each

algorithm, we run ten times to get the best result.

Results

We choose five instances to test our heuristic solution, that is, amat100, amat316,

amat1000, amat1000.21 and amat3162.20. In which there are 100, 316, 1000, 1000, and

3162 nodes relatively. As Figure 4.4 shows, we can see that the performance of BLKH

far surpasses ordinary greedy or random methods in the above several examples. Of

course, because the examples we take are widely used, in order to test the difference of

the algorithm, there will be targeted settings in the generation of values. Therefore, the
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difference between the three is more obvious. In our experiments, we also noticed that

although BLKH’s algorithm execution time is the longest, in the case of 1000 nodes,

the execution time is also within one second, so we think it can be actually used.

4.4.2 Experiments on DEEP-FEL

Dataset

We first describe the datasets (e.g., COVID-19 CT Scans, Eye Disease [101], and

Skin Cancer [102]) for our evaluation. CT scans store raw voxel intensity in Hounsfield

units (HU) which range from -1024 to above 2000 in this dataset. Above 400 are bones

with different radio intensity, so it is used as a higher bound. A threshold between -

1000 and 400 is commonly used to normalize CT scans. In our experiment, we leverage

COVID-CT data [103] as the medical data set which consists of 651 training samples

and 188 testing samples.The CT images each have a dimension of 311 ⇥ 224 pixels

and the depth size varying from about 50 to 400 which store raw voxel intensity in

HU. Meanwhile, Skin Cancer data set are also used to detect whether the presence of

melanoma in images of malignant and benign moles taken. In addition, Eye Disease

data set is also used for the classification task. Figure 4.5 shows an instance of these

medical dataset. The training fraction is set as 0.8 that means 80% of each type of

medical dataset is used to training process and the remained part is used to testing

process.

Settings

The simulation algorithms are executed on Ubuntu 18.04 with 4 Nvidia GTX 3070

GPUs. Considering the datasets in our evaluation, we select a deep learning network,

3D convolutional neural network (CNN), as the shared training model, which takes as

input a 3D volume or a sequence of 2D frames (e.g. slices in a CT scan). It has shown

great success for the utilization of volumetric (i.e., spatially 3D) convolutions in video

analysis [104] since time can be viewed as the third dimension.
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(a) Skin Cancer

(b) COVID-19 CT

(c) Eye Disease

Figure 4.5: Examples of medical dataset (preprocessed)
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Models

In this subsection, we will show the steps needed to build a 3D convolutional neural

network (CNN) to predict the presence of viral pneumonia in computer tomography

(CT) scans. And the specific details of the deep learning model are shown in Table 4.2.

The model has a 17 layers 3D CNN which comprises four 3D convolutional (CONV)

layers with two layers consisting of 64 filters followed by 128 and 256 filters all with a

kernel size of 3⇥ 3⇥ 3.

4.4.3 Results and Analysis

Experiments on Different Machine Learning Paradigms

We first test on the Skin Cancer dataset. Our comparison objects are local training

on a single device without cooperation, distributed federated learning, and our proposed

DEEP-FEL. The lack of cooperation means that the device can only use its local data

to train the model. In order to highlight the superiority of our system, the distributed

FL here is based on the ring topology with the conventional aggregation algorithm as

mentioned in Section III A. The main difference compared with our proposed system

is the global aggregation algorithm. We simulate four medical institutions, each with 5

devices participating in the training. For privacy enhancement, the addition of noise will

Figure 4.6: Accuracy versus training time on different systems.
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affect the model accuracy. In order to highlight the experimental point on efficiency, we

set a larger value for ✏, here it is 10.

Considering the ring construction problem, in the conventional ring decentralized

federated learning, we apply the greedy heuristic solver. We consider that when a pair

of nodes corresponding to the bottleneck of the ring has been determined, the commu-

nication delay mainly depends on the amount of data transmitted. The specific com-

munication settings are similar to those we mentioned earlier. First, a communication

cost matrix ranging from 1 to 10 is randomly generated, such as Table 4.1, which rep-

resents the communication time cost of transmitting a complete model data from one

certain node to the other nodes. Then the greedy and the BLKH heuristic algorithms

are respectively applied to obtain the system communication bottleneck, and then the

experimental figures are drawn.

Please note that for the sake of simplicity, in the following we will abbreviate the

single device training as ML, and the decentralized ring-based FL as DFL. We test it

for about 3000 seconds, and the result is shown in Figure 4.6.

It can prove the superiority of our system in two ways. The first is the accuracy of

the model. It can be visualized from the figure that the accuracy of ML is the lowest.

This is because the amount of data collected by a single device is limited and it is not

possible to train a generic model based on this data alone. This also highlights the

value of our federated learning system. In terms of accuracy, DFL and DEEP-FEL are

about 46% more accurate than ML. On the other hand, DEEP-FEL is also better than

DFL in terms of time cost. When the model accuracy of both systems reaches 0.87,

DFL takes about 1020 seconds, while our DEEP-FEL only takes about 300 seconds,

which is about one-third of the time overhead of DFL. This reflects the communication

efficiency of our system. There are two reasons for this. First, we apply the BLKH

heuristic algorithm to construct the ring topology while considering the difference in

communication capability between nodes, which improves the efficiency of our system.

On the other hand, our RingAVG algorithm greatly reduces the total amount of data

transmitted, which in turn saves the communication overhead of model aggregation.
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Table 4.2: Model Parameters

Layer Name Output Shape # Parameters Kernel Size
Conv3D [N, 126, 126, 62, 64] 1972 [3⇥ 3]⇥ 64

MaxPooling3D [N, 63, 63, 31, 64] 0 [3⇥ 3]
BatchNo [N, 63, 63, 31, 64] 256 [3⇥ 3]⇥ 64
Conv3D [N, 61, 61, 29, 64] 110656 [3⇥ 3]⇥ 64

MaxPooling3 [N, 30, 30, 14, 64] 0 [3⇥ 3]
Batch [N, 30, 30, 14, 64] 256 [3⇥ 3]⇥ 64

Conv3D [N, 28, 28, 12, 128] 221312 [3⇥ 3]⇥ 128
MaxPooling3 [N, 14, 14, 6, 128] 0 [3⇥ 3]

Batch [N, 14, 14, 6, 128] 512 [3⇥ 3]⇥ 128
Conv3D [N, 12, 12, 4, 256] 884992 [3⇥ 3]⇥ 256

MaxPooling3 [N, 6, 6, 2, 256] 0 [3⇥ 3]
Batch [N, 6, 6, 2, 256] 1024 [3⇥ 3]⇥ 256

G1 [N, 256] 1024 None
Dense [N, 512] 131584 None

Dropout [N, 512] 0 None
Dense [N, 1] 513 None

Table 4.3: The Size of Transferred Data Per Node Per Round

Neural Network Transferred data size (M)
DFL (N=10) DEEP-FEL (N=10)

Alexnet 61.1 12.22
Densenet121 7.98 1.596
Resnet� 18 11.69 2.338
Resnet� 34 21.8 4.36
Resnet� 50 25.56 5.112
V GG� 13 133.05 26.61
V GG� 16 138.36 27.672
V GG� 19 143.67 28.734
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(a) Skin Cancer dataset

(b) COVID-19 CT dataset

(c) Eye Disease dataset

Figure 4.7: Accuracy versus privacy budget ✏ on different datasets.
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(a) Skin Cancer dataset

(b) COVID-19 CT Scan dataset

(c) Eye Disease dataset

Figure 4.8: Training loss versus privacy budget ✏ on different datasets.
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Moreover, we plot the table 4.3 to demonstrate the superiority of our algorithm in

reducing the communication overhead under common models. Here we take N = 10

as an example. According to the description of the algorithm in the system design

section, the amount of model data transmitted per node per round (one global model

update) is only 2/N of the original amount of data compared to the traditional update

algorithm based on the ring topology. Therefore, the larger N is, the more obvious is

the advantage of our algorithm. And as long as N  2, our algorithm does not have to

be inferior to the traditional update algorithm.

Experiments of DEEP-FEL on Three Medical Datasets

In this section, we evaluate the performance of DEEP-FEL on three medical datasets

with changes in privacy budget ✏, considering the LDP mechanism that we applied to

enhance privacy protection.

We select values 3,6 and 9 of ✏ which indicates the degree of privacy protection to

test the impact of adding artificial noise on the training process. And the baseline is

noise-free, which means that no noise is added. We visualized the changes in accuracy

and loss on the three datasets as Figure 4.7 and Figure 4.8 illustrate.

Through Figure 4.7, we can intuitively see that with the decrease of ✏, the greater the

degree of privacy protection, the greater the impact on the training effect. For example,

as shown in Figure 4.7(c), when no noise is added, the accuracy of convergence is about

0.8, and when ✏ = 3, the accuracy is only about 0.67. When ✏ increases to 6 and 9, the

accuracy increases to 0.72 to 0.75 accordingly.

Combining with Algorithm 5 in the article, it can also be seen that ✏ is in the denom-

inator position of the disturbance term, so the smaller it is, the greater the noise added

and the greater the impact on accuracy. The trend is similar on the other two datasets.

For Figure 4.8, it is the training loss value we plotted accordingly. Similarly, when the

✏ is smaller, the loss value is greater, and even fluctuates to a certain extent.

Although ✏ that is too small will affect the training results, in actual situations, we

can minimize epsilon while ensuring a certain accuracy. Thereby choosing a suitable
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privacy budget value that can protect privacy well without significantly affecting the

training.

4.5 Conclusion

In this paper, to protect the data security in the increasingly popular healthcare cy-

ber physical systems, we proposed DEEP-FEL, a decentralized, efficient and privacy-

enhanced federated edge learning system. In this framework, we applied federated

learning to protect medical devices’ local data, and also incorporated edge computing

to improve the efficiency of global model update process. In order to enhance privacy,

local differential privacy technology is also utilized. In addition, for the decentral-

ized ring architecture, we designed an efficient parameter aggregation algorithm, and

constructed the ring topology communication bottleneck as an optimization problem,

which was solved by the efficient BLKH heuristic later. Finally, compared with existing

works, evaluation performance on Skin Cancer, COVID-19 CT Scan and Eye Disease

datasets demonstrates that our system achieved outstanding performances in terms of

communication efficiency and privacy protection. Future work we may improve fur-

ther the communication efficiency of this system in more complex and asynchronous

collaborative applications using the software-defined network.
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Chapter 5

FIND: Privacy-enhanced Federated

Learning for Intelligent Fake News

Detection

5.1 Introduction

Fake news is used to describe various false information. With social media appli-

cations dominating the top of significant software stores, a large amount of informa-

tion, whether true or false, has been broadcast on social networks. Social media is a

double-edged sword. On the one hand, its low cost, convenience, and rapid information

dissemination allow people to quickly gain knowledge about the world. On the other

hand, malicious, harmful, and misleading fake news can severely impact people and

society [105].

A classic example is the 2016 U.S. presidential election, where many American cit-

izens were concerned about the impact of fake news during the election, spread primar-

ily through social media. In [106], the authors discussed the economics of fake news,

where 14% of Americans had regarded social media as their most important source of

election information according to the survey. People are more likely to believe stories

that favor their preferred presidential candidate, so fake news on social media indirectly
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affects the election’s outcome. Fake news also poses a particular concern during na-

tional conflicts, where it can exacerbate the situation. [107] examined the influence of

violently inflammatory fake digital images on social media platforms during the recent

crises in Russia and Ukraine, highlighting the substantial damage caused by the dissem-

ination of such fake images. Moreover, the global COVID-19 pandemic has resulted in

an excessive sharing of information related to viruses, diseases, treatments, vaccines,

and lockdowns [108]. Often, this information is widely circulated without proper veri-

fication, leading to panic and poor decision-making. In the medical field, the collection

of accurate and relevant data and information plays a critical role in improving patient

quality of life and enabling correct diagnoses [109].

Due to the negative impact of fake news, propagation detection, and prevention have

enormous positive implications. Artificial intelligence and machine learning technolo-

gies can improve user experience with their precise predictive capabilities [110], and it

has found applications across various domains in computer science to address a wide

range of challenges and problems [111]. Various machine learning techniques have

shown great potential and usability in fake news detection.

Generally, these methods are centralized, meaning that the model is trained centrally

after gathering enough data on the server side. Then the trained model is used for fake

news detection. However, this architecture ignores a critical issue–privacy protection.

The process of collecting personal information often poses a threat to the user’s privacy.

Collecting users’ data for training a fake news detection model may involve analyzing

their browsing history, social media activities, and personal preferences. This process

could result in the creation of detailed user profiles that contain sensitive information,

such as political affiliations, religious beliefs, or personal interests. If these profiles are

not adequately protected, they could be vulnerable to misuse, targeted advertising, or

even malicious targeting.

To cope with this problem, we can apply a distributed privacy-enhanced machine

learning approach to fake news detection. Federated learning (FL) [112] is a distributed

machine learning paradigm that enables users to train a global model collaboratively
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without direct user data sharing. Moreover, the final model accuracy of FL is close to

that of centralized training methods. In FL, the training process can be summarized into

two phases: local training and central aggregation. In the local training phase, each user

trains a local model using its local data and sends the results to the parameter server.

Then, in the aggregation phase, the server generates a new global model by weighted

average and sends it to the users. The above process iterates continuously until the

training goal is reached (i.e., it usually refers to the number of training rounds or the

convergence criteria).

Although FL has alleviated the raw data leakage risk, many studies still demonstrate

that attackers can compromise users’ privacy through intercepted data (e.g., gradients or

model parameters). In [113], the authors performed a model inversion attack by exploit-

ing the model parameters shared in FL and successfully stealing critical information.

Model inversion attack aims to construct an inversion model by learning the inputs and

outputs of the target model, thereby stealing private training data [114]. Membership

inference attacks can also pose significant privacy concerns. Given a data record and

an FL model, the attacker aims to determine whether the data is in the model’s training

dataset or not [115]. Differential privacy techniques can effectively prevent the above-

mentioned attacks and attract plenty of attention [116]. In simple terms, it aims to allow

analyzing the dataset and its related statistics such as mode, median, and mean without

personal information leakage by adding artificial noise to the model parameters [117].

This paper focuses on designing an FL system for fake news detection. Each user

only needs to train locally and upload their updates to train a high-accuracy detection

model collaboratively. At the same time, considering the threats faced by the FL sys-

tem, we apply a local differential privacy mechanism by adding noise into the sparsified

model to achieve privacy enhancement and save communication overhead while ensur-

ing the high performance of the detection system.

The contributions relative to this paper can be summarized as follows:

• Given the increasingly serious problem of fake news and the privacy of users, we

propose FIND, a fake news detection system based on FL, which can train a high-
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accuracy detection model without gathering the user’s local data. To the best of

our knowledge, this is the first work to comprehensively apply FL for fake news

detection.

• In order to strengthen the privacy protection in FL, we apply differential privacy

technology with sparsified model representation, which not only achieves privacy

enhancement but also reduces communication overhead.

• We conducted experiments on the widely used Kaggle fake news dataset to in-

vestigate the impact of different machine learning paradigms, varying local data

volumes, and different sparsity parameters on the performance of fake news de-

tection.

The rest of the paper is organized as follows. In Section II, we present basic back-

ground knowledge related to fake news detection and privacy-enhanced FL. In Section

III, we introduce the system design in detail and present the corresponding algorithm.

In Section IV, we show the experimental results and the corresponding analysis. We

then compare with related work and finally give the conclusion in Section V and VI,

respectively.

5.2 Background

5.2.1 Machine Learning for Fake News Detection

Machine learning classification algorithms have been extensively applied in di-

verse domains including healthcare, agriculture, engineering, sports, entertainment,

economics, management, and social sciences [118]. Some researchers have applied

machine learning techniques to a database of disinformation articles and factual infor-

mation mined from media news databases and found that the classifier is suitable for

fake news detection [119]. The detection can be viewed as a binary classification prob-

lem, where the goal is to process and analyze text files of data to determine whether it

can be considered fake news.
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Naive Bayes classifier has been used to detect data on Facebook news posts. The au-

thors stated that the problem of false information detection could be solved by artificial

intelligence [120]. There are also studies based on other classifiers, such as Support

Vector Machine (SVM) [121] and Long Short-Term Memory (LSTM) [122], Convo-

lutional Neural Network (CNN) [123], etc. They all show the feasibility of various

machine-learning methods for fake news detection.

We preliminary experimented on a fake news dataset with commonly used classi-

fiers. The results in Fig. 5.1 show that the FNN with a simple structure can achieve

good results. The following research will also be based on this network structure.

5.2.2 Intelligent Fake News Detection

In [124], swarm learning is used for fake news detection, and the authors also apply

human-in-the-loop to improve model accuracy by manually intervening in the training

process. The idea of swarm learning is similar to federated learning, but the focus is on

decentralization, that is, without a central server. However, the experimental setup in

this paper is limited to a maximum of 8 participating nodes, which has certain limita-

tions in practical applications. At the same time, it requires users to correct the model

and expand the training set during the training process, which puts additional require-

ments on the participants and increases the cost of local computing, thus reducing the

efficiency of the system.

In addition, the authors of [125] propose a federated learning-based COVID-19 fake

news detection model with deep self-attention network named FL FNDM. In this arti-

cle, the main work lies in the design of machine learning models, and the discussion on

federated learning itself is insufficient, and the number of participants and the impact of

local data size on federated learning are not discussed. Only three participants are set

up in this paper, and the experimental results are preliminary and not very convincing.

In addition, there is no discussion about the security threats faced by federated learning

itself and no communication-related optimizations.

Compared with the above works, we focus on the performance of federated learning
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Figure 5.1: Primary test on different machine learning models.

Figure 5.2: FIND: federated learning for intelligent fake news detection
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itself in fake news detection, assume 30 users, and conduct experiments on multiple

metrics in federated learning. In addition, we also focus on privacy preservation in

federated learning, inspired by [126], propose a sparsified update perturbation method,

and discuss the impact of privacy-related settings on accuracy.

5.2.3 Federated Learning (FL)

With the development of big data, edge computing, large cloud computing platforms

and various open source frameworks, machine learning, and other artificial intelligence

technologies are applied to multiple industries at an unprecedented speed, which also

brings a new challenge - data privacy protection [127]. Internet data of various indus-

tries are scattered in different enterprises and organizations, forming the phenomenon of

”data silos” [128], and data cannot be directly shared or exchanged under data privacy

protection.

Therefore, federated learning, a distributed machine learning framework that dele-

gates data processing tasks to the client without revealing privacy, was born [129]. [130]

proposed a federated learning framework where they have used local datasets from

banks to build fraud detection models and shared FDS to protect sensitive customer

information. In the field of healthcare, federated learning has gained significant appli-

cations. It is a collaborative algorithm known as an aggregated algorithm, which trains

local healthcare datasets across different fog nodes and shares the learned knowledge

with central server [131]. In vehicular networks, federated learning (FL) is also be-

ing applied to address various challenges and enhance the performance of intelligent

transport systems [132].

5.2.4 Differential Privacy in FL

Recent research shows that the privacy of client data can be leaked by the gradient

parameters of the global model in FL, i.e. it is not enough to protect privacy by keeping

the data local, and that privacy-preserving techniques can protect privacy at the expense

of model accuracy. Thus, differential privacy techniques are often needed in FL to
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protect client privacy and to select reasonable parameters for model accuracy improve-

ment. Differential Privacy [116], also known as statistical disclosure control, inference

control, privacy-preserving data mining, and private data analysis is a framework for

privacy guarantee evaluation provided by a mechanism designed to protect privacy.

Centralized differential privacy (DP) is difficult to implement in federated learning

[117]. Thus, local differential privacy (LDP) is often applied to federated learning

[133].

The differential privacy-based encryption model is more advantageous for FL gra-

dient information encryption because it mainly adds noise to the gradient information

with weak communication costs. Although it may affect the accuracy of the model

convergence, it can be achieved under many iterations [116]. At the same time, the

security-based multi-party computation is mainly implemented through complex com-

munication protocols or encryption mechanisms on both sides of the C/S.

FL allows end-customer data to be aggregated and separated from the cloud’s mech-

anistic learning model to protect sensitive client data [134] and is becoming more

widely used because of its clear advantages in the sensitive issue of privacy and se-

curity. However, clients still leak sensitive information [135] when performing model

updates with the cloud.

Differential privacy (DP) is a technique employed to safeguard the privacy of in-

dividual data points when performing statistical analyses or machine learning tasks. It

provides a rigorous mathematical framework for quantifying and controlling the privacy

risks associated with the release of sensitive information. The main objective of DP is

to ensure that an adversary cannot confidently determine whether a particular individ-

ual’s data was included in a dataset. In the realm of federated learning, where multiple

clients collaborate to construct a shared model without sharing their raw data, DP as-

sumes a critical role in preserving privacy [136]. In the context of federated learning,

centralized differential privacy (CDP) is primarily utilized to protect privacy during

the data aggregation process at the central server [137]. The central server meticu-

lously incorporates calibrated noise into the aggregated updates to prevent the exposure
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of sensitive information about any individual participant’s data. The privacy guaran-

tees offered by CDP guarantee that the global model does not disclose specific details

regarding any individual participant’s data. To uphold privacy standards, the server ad-

heres to a predefined privacy budget, ensuring that the total privacy cost incurred during

the aggregation process remains within the designated budget. This control mechanism

prevents the accumulation of privacy breaches and ensures a consistent level of privacy

protection throughout the communication rounds in the federated learning process. In

contrast, the local differential privacy (LDP) approach focuses on privacy protection at

the client’s level, primarily concerning their local data and local model updates [138].

Clients introduce noise or employ privacy-preserving algorithms during the training

process to protect the privacy of individual data. Local model updates are modified

using LDP mechanisms, such as noise addition or random perturbation, to safeguard

against potential inference attacks and information leakage. The central server receives

the perturbed model updates from participants and aggregates them to construct a global

model. The perturbation introduced by LDP prevents the direct identification of indi-

vidual contributions, thereby preserving privacy at the client’s level.

5.3 The Proposed FIND System

In this section, we present the design details of the proposed FIND system. We first

give the basic introduction and assumptions of the system and specify the training pro-

cess and objectives. Then we give a description of the algorithm and elaborate on the

key steps, including local training, sparsified model perturbation and parameter aggre-

gation, respectively. Finally, we also look forward to the feasibility of the system in a

peer-to-peer architecture.

5.3.1 Training Goals

We adopt a conventional centralized FL architecture, where each user i, represented

as a smart device, has access to a vast amount of social media data containing both true
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Table 5.1: Symbols and Variables

Symbol Variable
n The number of total users
m Number of randomly selected users
T The number of total epochs
Di The local dataset of user i
pi The weight of user i
!0 The initial model.
!(t) The global model at epoch t

!i(t) User i’s local model at epoch t

e!i(t) Perturbed model of user i at epoch t

Fi(!) The loss function for user i with model !
rFi(·) The gradient of function Fi

|Di| The local data size of user i
⌘ The learning rate.

and fake information as depicted in Figure 5.2.

They can all communicate with the parameter server instead of direct mutual com-

munication. In this system, these devices collect authentic and fake news from social

networks and store them locally as strings. These data are discernible as true or false.

In other words, these data are labeled. We use Di to denote the local dataset of user i

and |Di| to refer to the amount of data. To defend against fake news, these users col-

laboratively train a detection model. Note that wi is denoted as the model parameter of

user i.

Since F (!) denotes the empirical loss, the training objective of FL to minimize

F (w) can be written as follows:

minF (!) =
1

|D|

NX

i=1

|Di|Fi(!), (5.1)

where |D| denotes the total amount of data for all users that is equal to:

|D| =
NX

i=1

|Di|. (5.2)

|Di|/|D| in Equation 5.1 is the weight of user i, which is a common assumption

in FL. Moreover, we can notice that in Equation 5.1, F (!) is obtained by weighted
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averaging the loss of each user. In FL, the global loss cannot be directly calculated

due to its distributed nature. The specific per-user loss is then shown in the following

equation:

Fi(!) =
1

|Di|

|Di|X

j=1

f(!; (xj, yj)), (5.3)

where f(!; (xj, yj) denotes the value of loss function (i.e., prediction error) given the

model ! and the training data sample (xi, yi).

5.3.2 Threat Model

Although user data is kept local throughout the FL training, recent research has

shown that attackers can launch various attacks to obtain the original information. For

instance, gradient leakage attacks [139], and reconstruction attacks [113]. Analyzing

the client’s local gradient updates history makes these attacks possible. Since the pa-

rameter server typically collects updates from the clients’ local models in plaintext,

this type of leakage is also feasible for the aggregator. This work considers the stan-

dard threat model: the honest but curious parameter server or the curious and colluding

user. We assume that the attackers are honest, i.e., they follow the training protocol

we specify. However, at the same time, they are curious about other participants’ pri-

vate information and try to infer private data by collecting and analyzing uploaded data.

Participants may also collaborate to obtain private information by inspecting the infor-

mation transmitted in multiple rounds with the server. We also clarify that attackers do

not maliciously inject information that interferes with training, such as malicious model

uploading.

5.3.3 FIND Detailed Operations

Next, we describe the details of the system operation in conjunction with the algo-

rithm description from both user and server-side perspectives. We assume that a total

of n users participate in the training of T epochs, with m users randomly selected be-

fore the start of each training round (i.e., this is a common assumption for FL with the
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Algorithm 7 FIND: Federated Learning for Intelligent Fake News Detection
1: Input: Initial model w(0), initial mask vector v(0), learning rate ⌘;
2: Output: w;
3: for t = 1 T do
4: for each user i = 1, 2, 3, ...,m in parallel do
5: �i(t) = OnDeviceTraining(w(t), ⌘)
6: e�0

i
(t) = SparsifiedPerturbation(�i(t),v(t))

7: Send perturbed sparsified update e�0
i
(t) to parameter server

8: v(t),w(t) = GlobalAggregation(e�0
i
(t))

9: Send mask vector v(t) and new global model w(t) to all users
10: end for
11: end for
12: Return: wi(t)

Algorithm 8 On-Device Training
1: Input: Initial model w(0), learning rate ⌘
2: Output: Local update �i(t)
3: vi(t) = v(t� 1)
4: wi(t) = w(t� 1)
5: wi(t) = wi(t)� ⌘rFi(wi(t))
6: �i(t) = w(t� 1)�wi(t)
7: Return: �i(t)

primary purpose of improving communication efficiency).

User-Side

The users first receives the global model and the mask vector from the server. Before

the first training round starts, the global model w(0) is generated by the server and the

mask vector is a vector v(t) 2 {0, 1}d of length d consisting of 0 and 1, in particular

v(0) = {1}d.

As in lines 3 to 6 of Algorithm 7, the selected users first initialize the local mod-

els with the received global model and then update the model parameters by gradient

descent on their local data to get the local update �t

i
of epoch t.

The updates obtained at this point have the same structure as the model. The users

generate sparsified updates by multiplying the local updates with the corresponding

mask vector received from the server. To avoid privacy leakage by honest but curious

servers and to ensure local sparsified updates security, we adopt the local differential

privacy scheme to provide privacy guarantees. Here, we give the comprehensive defini-
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Algorithm 9 Sparsified Perturbation
1: Input: Local update �i(t), mask vector v(t)
2: Output: Perturbed sparsified update e�0

i
(t)

3: �0
i
(t) = �i(t)� v(t)

4: e�0
i
(t) = �0

i
(t) + Lap(�s/✏)� v(t)

5: Return: e�0
i
(t)

tion and Laplace mechanism:

Definition 2 (✏-LDP ). For ✏ > 0, a random algorithm M satisfies the ✏-local differen-

tial privacy, if and only if any two inputs x, x0 in the domain of possible values for user

data D, for any output x⇤, respectively. Hence, we have:

Pr[M(x) = x
⇤]

Pr[M(x0) = x⇤]
 e

✏
. (5.4)

Definition 3 Laplace mechanism. Given data input value x and a function f , the

Laplace mechanism is defined as:

f(x) = x+ Lap(�s/✏), (5.5)

where Lap(·) is the Laplace distribution, (�s/✏) is the scale parameter. And the

�s denotes the local sensitivity of two data inputs on the objective function. Then the

Laplace noise is added to raw sparsified updates. The users then send the perturbed

sparsified updates to the parameter server for global aggregation as Algorithm 9.

Server-Side

The parameter server randomly selects m users to participate in the next round of

training before the start of each round and sends the global model and the new mask

vector to these users.

Once the updates are received from all m users, the server performs a weighted av-

erage of these updates to derive the global update, which is then used to obtain the new

global model. The weighted average takes into account the contribution of each user’s

update based on predefined weights or other factors. After obtaining the global update,
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Algorithm 10 Global Aggregation

1: Input: Perturbed update e�0
i
(t)

2: Output: Mask vector v(t) and new global model w(t)
3: w(t) = w(t� 1)� 1

|D(t)|
P

i2[m] |Di|e�0
i
(t)

4: �(t) = w(t� 1)�w(t)
5: Generate mask vector according to the selected top � coordinates of |�(t)|
6: Return: v(t) and w(t)

the server proceeds with the sparsification process. This process involves selecting the

coordinates based on the Top-� strategy as Equation 5.6 illustrates.

[Top�(v)]j =

8
>><

>>:

[v]j, if j 2 Sort(v, �)

0, otherwise
, (5.6)

where the elements in v are sorted by value and the top � ones are selected and their

position subscript j is recorded into the set Sort(v, �). Once the top � coordinates are

identified, the server generates a new mask vector.

Compared with [126], the main difference in the sparsified model perturbation is the

generation of mask vectors. The authors mention that a common method is to collect

part of the data on the server side, and use the global model to train for several rounds,

compare the parameter changes, and generate the corresponding mask vector. This

assumption, although feasible, is essentially contrary to the idea of federated learning.

In our paper, we strictly require that the server does not store any data but determines

the mask vector used in the next round of local training by comparing the changes of

the global model in two adjacent epochs. This indirect generation method also shows a

great training effect and achieves high model accuracy in our experimental setting.

This mask vector acts as a filter or selector, assigning a value of 1 to the selected

coordinates and 0 to the remaining coordinates. By applying this mask vector to the

local update, the clients effectively sparsifies the model by zeroing out or excluding

certain coordinates, reducing its overall size and complexity.

According to Lemma 9 in [126], we likewise have the bounded sparsification as:
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E||Top�(v)� v||2  E||rand�(v)� v||2 (5.7)

=
dX

j=1

(
�

d
([v]j � [v]j)

2 + (1� �

d
)[v]2

j
) (5.8)

= (1� �

d
)||v||2, (5.9)

where rand�(v) is a random sparsifier, i.e., � elements are randomly selected from the

vector v and the rest elements are set to 0.

5.4 Simulation Experiments

5.4.1 Datasets and Model

We selected the Kaggle fake news dataset [140] as our benchmark for mainly two

reasons. Firstly, this dataset is easily accessible, allowing us to obtain the necessary

data conveniently. Secondly, it has already been utilized in previous relevant research

[141], indicating its suitability for evaluating and comparing our detection methods

with existing approaches. By leveraging this widely-used dataset, we can ensure the

comparability of our results with prior studies.

The dataset consists of three files, train.csv, test.csv and submit.csv. Since the

dataset is used in the kaggle competition, test.csv is missing the label compared to

the training set. Submit.csv is the file template used to submit the results. Therefore,

we only select the file train.csv for the following experiments.

Among them, train.csv includes 20,800 records. It includes five attributes: id, title,

author, text, and label. We choose two attributes, text and label, to train the model.

Since some of the data lack text attribute values and the strings cannot be fed directly

to the model, we need to process the data further. Fig. 5.3 provides a direct and brief

overview of the key steps in data preprocessing by giving an example of the first piece

of data in the dataset. We choose the feedforward neural network model which includes
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Figure 5.3: Preprocessing of training data.
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three hidden layers with a total of 163570 trainable parameters. The activation functions

of the first three dense layers are chosen as the commonly used relu, and the last one is

chosen as softmax.

5.4.2 Results and Analysis

We assume that users participate and jointly train a neural network model for fake

news detection. Each user has the same number of local data, and they component

the local dataset by random sampling from the training set. Here we present the main

experimental parameters as shown in Table 5.2.

First, we explore the effectiveness of FL in this usage scenario, then we further

explore the effect of local data volume on convergence speed and model accuracy.

The Feasibility of Federated Learning in Fake News Detection

We conducted experiments on 30 users. Each user randomly selected 200 non-

repeated data from the training set to compose the local dataset. Fig. 5.4 shows the

local data composition of ten randomly selected users from the 30 participants, and we

stipulate that there is no overlap between the local data of each user, and the percentage

of classification as true news and false news is obtained based on sampling, so as to

simulate the data heterogeneity in real scenarios. After 50 rounds of global training, we

obtained the experimental results and visualized them as Fig. 5.5 and Fig. 5.6.

We compare the convergence speed and accuracy of federated learning, centralized

Table 5.2: Experimental Parameters

Parameters Values
OS Ubuntu 18.04

GPU Nvidia GTX 3070
Dataset Kaggle fake news

Number of users 30
Data volume of each user 50, 100, 150, 200

Privacy budget ✏ 9
Communication rounds 50, 100

Learning rate 0.001
Batch size 64
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Figure 5.4: The data composition of the local dataset (i.e., Unlikable refers to data
labeled as fake news.).

Figure 5.5: Comparison of accuracy versus epoch in centralized training, federated
learning, and single device training.
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(a) Centralized Training

(b) Federated Learning

(c) Single Device Training

Figure 5.6: Confusion matrix of different machine learning scenarios.
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training, and single device learning. From Fig. 5.5, we can intuitively see that central-

ized method is the fastest in terms of convergence speed, because the data are pooled

together, which is the most efficient, but lacks feasibility in terms of the need to pro-

tect user privacy without gathering their data. Training on a single device, on the other

hand, has the slowest convergence rate and the lowest accuracy. After ten epochs of

training, the accuracy was only 0.77. In comparison, federated and centralized training

reached accuracy values of 0.86 and 0.90, respectively, which are about 12% and 17%

higher than single device training. This is because the limited amount of local data for

a single user cannot support the training of a high-precision model, which is where big

data comes in, and in general, much data can lead to higher model accuracy.

Fig. 5.6 visualizes the model performance of the above three methods after 50

epochs of training by constructing confusion matrix. The darker color of the main

diagonal line represents better performance. The testing accuracy of the FL model is

about 0.91, which is only 1.1% lower than centralized learning, and 5.8% higher than

single device training. We can conclude that FL is feasible and superior in this scenario

by aggregating only the user’s local models, which both protects the security of the

user’s local data and benefits from aggregating the training results of multiple users to

improve model accuracy and convergence speed.

The Impact of Model Sparsification

In order to investigate the impact of sparsification on system performance, we ex-

plored different sparsity levels, represented by the value of � in Algorithm 10. We

defined � values such as 0.5, 0.4, and 0.3, which indicate selecting and retaining a per-

centage of 50%, 40%, and 30% of the model parameters, respectively, while setting the

remaining elements to 0. This further allows for additional compression. We choose

a relatively large privacy budget, and here we choose ✏ = 9 for the experiment. We

conducted experiments with different � values and the results are presented in Table

5.3.

According to the results in Table 5.3, we can analyze the effect of different values
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Table 5.3: Impact of Sparsification on System Performance

� Epoch=20 Epoch=40 Epoch=60 Epoch=80 Epoch=100
1 0.8026 0.8471 0.8612 0.8878 0.8892

0.8 0.8041 0.8435 0.8589 0.8863 0.8991
0.6 0.7928 0.8324 0.8434 0.8584 0.8725
0.4 0.6393 0.6960 0.7414 0.7917 0.8221
0.2 0.5020 0.6248 0.6997 0.7541 0.7629

of � on the performance of the system. The table provides accuracy values for each �

value across different epochs (20, 40, 60, and 80).

We observe that as the value of � decreases, indicating higher sparsity levels, the

accuracy of the system tends to decrease as well. For example, at epoch 20, the accuracy

decreases from 0.8026 (for � = 1) to 0.7928 (for � = 0.6) and further to 0.5020 (for

� = 0.2). This trend suggests that higher sparsity levels lead to a loss of information or

important features, resulting in a decline in system performance.

However, it is noteworthy that the system achieves better performance when � is set

to 0.8 and 0.6. For instance, at epoch 20, the accuracy is 0.8041 for � = 0.8 and 0.7928

for � = 0.6. This indicates that an appropriate choice of � can reduce communication

overhead without significantly impacting the model’s performance.

Considering the trade-off between model complexity and performance, we have

decided to select � = 0.6 for subsequent experiments. This value strikes a balance

between achieving a certain level of sparsity and maintaining satisfactory system per-

formance.

The Impact of Local Data Volume on Training

In this part, we explore the impact of users’ local data volume d on the training

performance. The local data is sampled in the same way as in the previous experiments.

We tested at d taking values 50, 100, 150 and 200. After training for 100 epochs, we

plot the changes in accuracy and loss as shown in Fig. 5.7.

We can clearly see that the larger the amount of local data, the higher the accuracy of

the model and the lower the loss value after the same number of training rounds. This is

in line with our expectations, and more data should yield better results in each iteration
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(a) Accuracy versus epochs.

(b) Loss versus epochs.

Figure 5.7: Trends of accuracy and loss under different local data volumes.
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of the user’s local model. After 50 rounds of training, in terms of accuracy, when the

amount of local training data is 50, the accuracy is only 0.77, while when the amount

of data is 200, the accuracy reaches 0.877, an improvement of about 14%. The gap is

shrinking, but in the end, the testing accuracy with the largest amount of local data is

still the highest. The results are similar for loss. The smaller the amount of local data,

the slower the loss value decreases and the model converges. Through this experiment,

we verified that the more data, the higher the accuracy of the model and the faster the

convergence speed.

5.5 Conclusion

To address the issue of fake news, we propose FIND, a federated learning-based

detection system. FIND leverages the distributed training capability of federated learn-

ing to train a highly accurate detection model while ensuring user privacy protection.

Additionally, we introduce the sparsified update perturbation method, which further en-

hances the system’s resilience to inference attacks by sparsifying the model and intro-

ducing artificial noise. In the experimental section, we evaluate FIND using the Kaggle

Fake News dataset. We consider a scenario with 30 users and vary the local data volume

per user, ranging from 50 to 200 instances. We also explore different sparsity levels by

setting the sparsity parameter, �, to values from 0.2 to 1. Our experiments demonstrate

the superiority of FIND in terms of accuracy, communication efficiency, and privacy

preservation, reinforcing its effectiveness in combating fake news.

5.6 Future Research

In our future research, we will primarily concentrate on two aspects. Firstly, we

aim to delve deeper into the application of unsupervised federated learning in the con-

text of fake news detection. Given the substantial amount of news data often lacking

labeled annotations, unsupervised learning methods are better suited for addressing this

common scenario. We will explore novel approaches and algorithms within the unsu-
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pervised federated learning framework to enhance the accuracy and efficiency of fake

news detection models.

Secondly, we intend to explore the role of large-scale models in supporting fake

news detection. Large models, such as those based on transformer architectures, have

demonstrated impressive capabilities in various natural language processing tasks. We

will investigate how these models can be effectively leveraged for fake news detection.

Specifically, we will utilize prompt learning techniques, including pre-training and fine-

tuning strategies, to harness the power of large models and adapt them to the specific

challenges of identifying and combating fake news.

By focusing on these two aspects, we aim to advance the state-of-the-art in fake

news detection and contribute to developing robust and efficient solutions. Through our

research, we strive to provide valuable insights and practical tools that can help mit-

igate the spread of misinformation and promote trustworthiness in online information

ecosystems.
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Chapter 6

Conclusion and Future Directions

6.1 Conclusion

This dissertation has been structured to address the pressing challenges in Federated

Learning (FL), with a particular focus on data privacy and communication efficiency.

The first chapter of this dissertation sets the stage by providing an overarching back-

ground on Federated Learning (FL), its significance, and the challenges it faces. It

introduces the key concepts of data privacy and communication efficiency within the

FL paradigm, laying the groundwork for the subsequent chapters. Following the intro-

duction, the second chapter outlines the structure of the dissertation, detailing how each

subsequent chapter contributes to the overarching themes of data privacy and commu-

nication efficiency in FL.

Chapter 3 dives deep into the application of FL in the Internet of Medical Things

(IoMT). This chapter presents a novel framework that integrates blockchain technology

to ensure secure and transparent model updating. Beyond mere security measures, the

framework is designed with an emphasis on adaptability, incorporating personalized

learning algorithms that are tailored to meet individual healthcare needs. By doing

so, this work transcends the traditional boundaries of data privacy and steps into the

realm of improving healthcare quality. It paves the way for a new generation of medical

services that are not only secure but also highly personalized, thereby changing the way
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healthcare providers engage with machine learning technologies.

Following this, Chapter 4 introduces DEEP-FEL, a decentralized system that aims

to optimize FL specifically for healthcare applications. The system employs a unique

hierarchical ring topology and a heuristic algorithm, which facilitate efficient data ag-

gregation. One of the standout features of DEEP-FEL is its innovative parameter aggre-

gation algorithm. This algorithm is engineered to minimize data transmission, thereby

significantly reducing communication overhead—a critical factor in real-world health-

care settings where data transmission costs can be prohibitive. DEEP-FEL stands as a

testament to what can be achieved when machine learning is thoughtfully integrated into

healthcare services, offering a robust solution that does not compromise data privacy or

system efficiency.

The final research chapter, Chapter 5, shifts the focus towards the societal implica-

tions of FL, examining its role in the critical area of fake news detection. This chapter

introduces the FIND system, a pioneering approach that leverages advanced natural lan-

guage processing techniques in conjunction with FL. The system is designed to train a

global model capable of detecting fake news while ensuring that all user data remains

localized. This dual focus on societal impact and data privacy makes FIND an exem-

plary model for how FL can be applied for social good, especially in today’s age of

information overload and misinformation.

In conclusion, this dissertation represents a rigorous foray into enhancing Federated

Learning (FL) for the Internet of Medical Things (IoMT) and social computing spheres.

It stands as a testament to the potential of FL to operate with heightened efficiency and

improved privacy safeguards, as encapsulated in the title “Optimizing Federated Learn-

ing for IoMT and Social Computing Based on Efficiency and Privacy Enhancements”.

Our work bridges current gaps and lays the groundwork for future explorations, positing

a resilient architecture for the forthcoming wave of FL systems that are both privacy-

conscious and efficiency-oriented.
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6.2. CURRENT WORK’S LIMITATIONS AND FUTURE DIRECTIONS

6.2 Current Work’s Limitations and Future Directions

6.2.1 Current Limitations:

• Scalability Issues in Large-Scale Networks: The current research primarily fo-

cuses on small-scale user networks. There is a lack of in-depth study on the

scalability and stability of large-scale node networks. In big data environments,

balancing algorithm efficiency and privacy protection while managing and opti-

mizing numerous nodes remains an unresolved challenge.

• Insufficient Comprehensive Security Consideration: Although the research em-

phasizes data privacy protection, it falls short in addressing broader security chal-

lenges such as data tampering, model leakage, and network attacks. The defen-

sive mechanisms against these sophisticated threats require further strengthening.

• Lack of Practicality and Feasibility Verification: The current studies predomi-

nantly remain theoretical and experimental, lacking sufficient validation and test-

ing of federated learning systems in real-world application environments.

6.2.2 Future Research Directions:

• Optimization for Large-Scale Networks: Future research should focus on de-

veloping federated learning algorithms suitable for large-scale networks. This

includes efficient node management, dynamic optimization strategies, and load-

balancing techniques to achieve scalability and stability in large-scale applica-

tions.

• Enhancing Security Protection Mechanisms: It’s essential to enhance security

protection mechanisms against complex network attacks, including improved en-

cryption technologies, secure multi-party computation, and defensive strategies

to enhance the overall security of federated learning systems.

• Testing and Validation in Real Applications: Collaborative empirical studies and
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system tests should be conducted with industry partners, applying federated learn-

ing in real-world scenarios. Through collaborations with industry partners, the

performance and stability of federated learning systems in actual environments

can be validated, and feedback can be collected for iterative improvements.

• Standardization and Interoperability Research: Promoting the standardization of

federated learning is crucial. Developing universal protocols and standards for

data sharing, model training, and model aggregation is necessary.

By exploring these directions, federated learning can better adapt to various application

requirements while protecting data privacy, enhancing its usability and impact in real-

world settings.
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