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Architecture and Algorithms for Robust Reconfigurable
Neuromorphic Systems

ABSTRACT

Euromorphic computing is gaining momentum as a revolutionary technology for advanc-
Ning artificial intelligence (AI). By drawing inspiration from the operations of the human
brain, neuromorphic computing aims to create computing systems mirroring the brain’s com-
putational structure and architecture. These computing systems hold the promise of processing
information with greater efficiency and accuracy than traditional computing systems. In con-
trast to conventional computing systems that employ artificial neural networks (ANNs), where
information flows sequentially through network layers, neuromorphic systems implement spik-
ing neural networks (SNNs). This enables asynchronous and event-driven computation aligning
with the temporal dynamics of biological neurons and synapses. Additionally, it is noteworthy
that SNNs demonstrate inherent fault-tolerant properties providing neuromorphic systems with
a degree of resilience against errors. Nevertheless, as the number of faults increases, their per-
formance begins to degrade. In light of these concerns and to guarantee precise output results,
the implementation of fault recovery algorithms becomes imperative.

Furthermore, given the growing adoption of neuromorphic systems in critical applications, re-
siliency and robustness have emerged as paramount concerns. While prevailing research pri-
marily focuses on enhancing performance, the optimal utilization of neuromorphic systems
in the future necessitates incorporating robust computing capabilities for seamless application
execution. Effectively executing SNN applications on neuromorphic hardware requires the
mapping of neurons and synapses onto the hardware architecture. Mapping to neuromorphic
hardware remains a non-trivial task. Furthermore, neural circuits are prone to faults caused

by variability in the manufacturing flow, process variations, and manufacturing defects which
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adds complexity. Strategies employing redundancies and large search spaces for mapping come
with substantial resource and computational overheads when dealing with scalable neuromor-
phic systems. It’s also essential to know that redundancy is finite. Consequently, it is imperative
to find the most efficient approach for mapping SNN applications onto neuromorphic hardware.
Such an approach would have significant implications for application performance and relia-
bility. In this dissertation, we propose architectures and algorithms to facilitate robust neural
computations and application mapping onto reconfigurable neuromorphic systems.

First, we conduct experiments and analyses to determine the effects of faults on neural com-
putations. These faults may arise from internal and external interference, noise in synaptic
transmission, and fluctuations in post-synaptic potentials within a neural model. After under-
standing how these faults affect the outcomes of neural computations, we develop algorithms to
recover these computations from the impact of these faults. Secondly, to ensure reliable com-
putation outcomes in application execution, we propose a mapping algorithm that explicitly
leverages redundancy through a novel selection mechanism for fault tolerance. This mechanism
ensures successful mapping even in situations where redundancies are outnumbered. Thirdly,
we present "R-MaS3N," an approach for robustly mapping SNN applications onto scalable
neuromorphic systems with a novel fault-tolerant mechanism. The novel fault-tolerant mech-
anism, inspired by the neural reuse theory observed in the human brain significantly reduces
mapping computational and resource requirements. Notably, it also addresses the challenge of
finite resource availability.

Lastly, we provide a comprehensive evaluation of the proposed fault-tolerant mapping algo-
rithms within the context of scalable 3D NoC-based neuromorphic systems and a hardware

complexity analysis of the proposed robust reconfigurable neuromorphic chip.

XX V1



Thesis advisor: Professor Abderazek Ben Abdallah Williams Yohanna Yerima

‘mN 2 kRO BE Y e — R =T (T
AT LDEDOT—FT 7 F v &7 T XL

BHE

—a—nE—T74v7 a2 a—FT4> 73 ATHEE (AD) =I5
WO i e L TBWEHL TWE, =2—RE—7 v/ - aA2Ea—FT 14>
73, ANBOMOEIErS 4> AL —2 3 2% B 52T, lwostEMEE L 7 —
XTI/ FvRMLZaA 2T 42 7 L AT LR T2 HIET., C
NoNAYE2—T 427 P ATLE. BRI E2—FT 427 0 AT L&
DBV EHE TERZIUET 2 C e niiffeanTun g, AL==2—51 % v
N7 —72 (ANN) ZERHL=Ekoa>va—F 12 7 2 2AF L TlE. B#y
oy b7 —=rEzEL UHRARNSDICH L., =2—mE—7 497 -2 ATLT
. ANAFXF2 Ve =a—=F1 - 2y h7—=7 (SNN) FEEINnTWE, ZhiC
I A== —n2 &2 F T ADKME T A+ 3 7 At /=0 R
A~ NEEI O G E b BEIC 2 5. 2 S1C. SNNO[EH O RRET M Z Rfid 5 =
YT, Z2a—BRE—T7 497 P ATLICT I IS T5H5BEONE 2 2
Tmé:t%&ﬁ:@?é Lidnwz . EOE 2 212N T £ oMEEIL K
TL®»D, Choolkaicia, ZEMA M IMRE REET 5 20113 §UE
E@ﬁwjuzgm%%w%ﬁaﬁéo
VEELRT TS =L 3 VICBITAZa—OE—T 4V T - L AT LD
Wbﬁmbfmé Eho . [METJEBEEPRIEFELREEIHE L QGFELELT
W5, IR FICHERED I FICERZE YT TV S b [RMIc==2—n1
E—T 4T L AT LR é%#ét Sy —LL AT T )= 3
DRITDOOBEL T a2 —T 4 2 CREERM A A DLE NS S, =2 — 1
E—T7 497 - =R zT FTCSNNT 7 ) r—2 3 > ZBRNICHEITT 5121

XX Vil



Thesis advisor: Professor Abderazek Ben Abdallah Williams Yohanna Yerima

Za—HYELFTATN—RI T - T =X T I F YIS TTELEND
Z, —2a—BELT AV - N—RITTADTYEY ZI. KIRE L TIEHIAR
HETHSE., oIC. RFERIE. HE 7o -5 2&F . TR ADITS D E.
FE L ORI X > TRIEMFELCT . ShSICE W EMEIZHL 05, A
F=I TN hZa—mTLT 4T AT LARROEHEG., vy ZICTEY
ERIRFEFEMZRATAEIZL. B VD) —ALFHEA— =~y %
. Xzl WRMIIARTH L LI EZRI NI, Lz ->7T SNNT7 7Y
F=2 A% a—OE—T 4 Y7 N=RIITICTIEL TTEODRLY
FHLET77To—Fz/lo5 2 R KThs. COKIRTTu—FII. 77

V=2 a3 oMRREERIICKRE R TEZ T2 57250 Kim LTI, HtEnkn]
fEX =2 —mEL T AV 7 - L AT L ENOOR AN =2 —=FLEHHET T
=AY RYEYITRRBICTET XTI/ F e T LT ALRIERT 5,

£9. MHFHBEICBIT 2 RMOZEZHSICT 57200 KE MM ZITH.
NSOKRMIL. WET BT H. &+ 7 AmED ) A X, REFTLHD L +
TARBLODS IR AL 2ulfEMEdH 5. o DfEE MR O
ICEN &I BWEEGZL0EIEL k. oD ENTEPS o 0EE
ZEEFTLZTLIT) ALZRAET L. U 77V 7= 3 2 OFTICEW TG
FIMED WA ER R Z RaE T 5 72oIc . RO 720 0H LWiER » 7 =X L%
WCTEMZHRNICER TS v e 77 LT AL RIEET S, Zo A=
ZLICEY . UEMNEBRNTL T EY 7Z2RINIBE I TES, B —
IC.SNN7 7)oy —2 3% A7 = 70K Za—mEILT 4y 7 -2 ATALICTH
RICv oY 7T 52008 LW 7o —FTdhsbs [R-MaS3N| ZiAT 2., 2D
frfid Aol Tl Nz E A HEGmICEEZETEY . vy ey 7ice
HRatHERE ) = AT KIGICHIK T 5. FFRERTXEZIE ) —A0FRMEE WS
SEHICOITILL TWB 2 TH B,

BRI, AEIZ AT =5 7L G3DNoCN—AD =2 —aELT {1 v 7 2 AT A
DYHRIC BT 5. IREFTHMEEE~Y v e 7 - 7L T AL aldgiily 20 i il & .
BRETALZONRNZALNE) A TAX 2T T - Z2—0FL T4V« FyTDN—
R = TEMME R 2R T 5.

XXViii



INTRODUCTION

1.1 EVOLUTION OF NEUROMORPHIC COMPUTING SYSTEMS

N recent years, the rapid advancement of artificial intelligence (Al) driven by artificial neu-
Iral networks (ANNs) has given rise to unprecedented demands for computing hardware.
However, traditional computing architectures based on the von Neumann model struggle to
meet these extraordinary demands as they face the limitations of Moore’s Law. While not all
data-intensive computing applications require deep learning algorithms, we must consider Al
applications like the Internet of Things (IoT), bio-medical systems, and autonomous vehicles
where computational efficiency is paramount. Recent surveys reveal that the ever-growing need
for computing power is outpacing the progress achieved through Moore’s Law scaling as de-

picted in Figure [I.T]and [I.2] This computing power challenge predominantly stems from the
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separation of data storage and processing in conventional computing systems as described in
Figure [[.T] Such architectures force processors to expend a significant portion of their time
and energy on data transfers. Given these trends, it’s increasingly unlikely that conventional
hardware can adequately address these demands over the long term. This is especially evident

when observing the growth in the cost of training required for Al models illustrated in Figure
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Figure 1.1: Computing power demand of machine learning algorithms on conventional com-
puting architectures over the past 4 decades expressed in PETAFLOPS [1].

However, a hopeful solution lies in adopting principles from biology. Recent explorations
within the research community have highlighted a system that not only achieves remarkable
energy efficiency but also offers advanced functionality: the human brain [1]. Drawing inspi-
ration from the brain allows approaching information processing differently from the approach
in conventional systems. Unlike in conventional systems, the brain co-locates memory and
processing within a single compartment, encoding information through signals and harnessing
massive parallelism [7]. This arrangement alleviates the constant need to access main memory
as seen in conventional systems thereby reducing significant energy consumption [8[]. Neuro-

morphic computing is a rapidly evolving engineering field that emulates the brain’s computing
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1.1. EVOLUTION OF NEUROMORPHIC COMPUTING SYSTEMS
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Figure 1.2: Costs associated with training AI models have shown a significant increase since
2011. An exponential rise of this magnitude is unsustainable [1]].

functionality to develop neuromorphic systems. Our definition of neuromorphic systems is
computers inspired by the brain’s neuronal functions and composed of synapses and neurons.
While conventional computing systems consist of separate units for processing and memory,
in a neuromorphic system, both processing and memory are contained in a single compartment
controlled by a neural network as described in Figure [I.3b. Instead of explicit instructions as
in conventional computing systems, neuromorphic systems define applications based on the
neural network’s structure and parameters [8|]. The term "neuromorphic" was coined by an
American scientist in the late 1980s at the California Institute of Technology and is sometimes
referred to as mixed analog and digital implementation [9]. This innovative technology revolu-

tionizes the design and implementation of machine learning algorithms.

Recent strides in neuromorphic computing have led to the development of machine learning
algorithms that are not only more efficient but also more powerful than ever before. These algo-
rithms when implemented on neuromorphic systems exhibit the ability to rapidly and accurately
process vast amounts of data enabling more complex analysis and fast decision-making. Typ-
ically, spiking neural networks (SNNs) are employed on neuromorphic systems despite their
poor performance in terms of accuracy compared to ANNs [10]. This is due to their unique

biological plausibility [11]. Unlike other types of artificial neural networks such as convolu-
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Figure 1.3: Comparison of the von Neumann architecture with the neuromorphic architecture:
(a) Von Neumann-based computing systems architecture, (b) Neuromorphic computing sys-
tems architecture.

tional neural networks (CNNs) and recurrent neural networks (RNNs), spiking neural networks
attempt to replicate key aspects of neural behavior observed in real biological systems such as
synaptic plasticity [[12]], sparse activity [13]], temporal dynamics [14], and asynchronous pro-
cessing [[15]. SNNs, unlike traditional artificial neural networks, consider timing as part of their
operation [15]]. Thus, they can be implemented on neuromorphic hardware to fit the temporal
dynamics of spiking synapses and neurons to operate event-driven.

Spiking neuron models such as the integrate-and-fire or Hodgkin-Huxley model describe mem-
brane potential and spike generation differently. In the integrate and fire model (LIF), output
spikes are fired when accumulated membrane potentials from other interconnected neurons
reach a threshold. A complex and biologically plausible model like the Hodgkin-Huxley neu-
ron model approximates specific aspects of biological neurons like ion channels [16]. The
Izhikevich model combines the biological plausibility of Hodgkin-Huxley dynamics with the
computational efficiency of the integrate-and-fire neurons. Using the Izhikevich model, thou-
sands of spiking neurons can be simulated in real-time. It’s worth noting that the selection of
the spiking neural model’s implementation plays a significant role in exploring the neuronal
capabilities of a neuromorphic system. The Hodgkin-Huxley and Izhikevich models provide
the neuromorphic system with a remarkable resemblance to the biological brain in software
simulation [16]. However, their hardware implementation is complex due to the numerous pa-
rameters inherent in these models. This complexity often poses challenges. Consequently, the

Integrate-and-Fire (IF) model emerges as a preferred choice due to its simplified structure.
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1.2. ROBUSTNESS IN NEUROMORPHIC SYSTEMS: PROBLEMS AND MOTIVATION

1.2 ROBUSTNESS IN NEUROMORPHIC SYSTEMS: PROBLEMS AND MOTIVATION

The neuromorphic system excels at performing machine learning and some non-machine
learning functions [7]]. Beyond Moore’s Law, it holds tremendous potential for computing [[17]].
While neuromorphic systems offer a promising future in computing, robustness and resiliency
against faults leading to computational and operational errors are crucial, particularly for criti-
cal applications requiring safety, reliability, and dependability [18]]. The accumulation of faults
resulting from the independent failure or malfunction of a neuron at any point within a large-
scale spiking neural network gives rise to reliability concerns [19] regarding computation re-
sults. These malfunctions or failures occur due to external interference, random actions by
other components (i.e., neurons), and the potential impact of noise on neurons [20].
Figure[I.4](i) illustrates a post-synaptic neuron N4 receiving spikes from three presynaptic neu-
rons. In the absence of any faulty presynaptic neurons, the output of neuron N4 results in a 1
spike as shown in Figure [[.4] (ii). However, in Figure[I.5](iii), where neuron N3 is identified as
faulty, it is unable to generate an output spike. Consequently, neuron N4 is also incapable of
firing an output spike resulting in an output spike value of 0 as shown in Figure [I.5](iv).
Recent neurobiological and computational studies have demonstrated that neurons can tolerate
minimal faults and are resilient to noisy inputs [21]. However, this resilience is not univer-
sally applicable to all neural network applications. While SNNs exhibit resilience to faults,
recent experiments in [19] have shown that their performance deteriorates with an increasing
number of faults. To address these concerns, fault recovery algorithms must be developed to
recover the performance of these applications from the effects of an even higher fault rate.
These algorithms aim to identify, isolate, and rectify faults within the network thereby ensuring

performance and reliability recovery.
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1.2. ROBUSTNESS IN NEUROMORPHIC SYSTEMS: PROBLEMS AND MOTIVATION

Furthermore, To execute applications on neuromorphic systems, it is essential to map them
to the system. However, reliability issues may arise due to various factors including the inher-
ent complexity of the hardware, the potential for faults within the system, and the challenges
of scaling both hardware and application sizes.

To address these reliability issues, fault-tolerant mapping techniques are commonly employed.
These techniques include fault detection, redundancy, and dynamic reconfiguration, often us-
ing methods such as genetic algorithms, integer linear programming, and min-max optimiza-
tion [21] [22]]. It’s important to note that scalability in neuromorphic systems specifically NoC-
based (Network-on-Chip) systems comes with its challenges. The extended time required by
genetic fault-tolerant approaches to find the optimal solution leads to significantly lengthy re-
pair times. The approach of periodically adding redundancies to integrated chips to achieve
fault tolerance is not a sustainable solution in the long term. Moreover, the number of redun-
dant neurons could be exceeded by the number of faulty neurons resulting in the need to drop
some neurons. As shown in Figure [[.6] the redundancy element could deplete over time when
multiple faults occur during run-time. Another notable challenge illustrated in Figure is
that as NoC sizes increase, the required redundancies for repairs also increase exponentially.

While techniques such as fault detection, redundancy, and reconfiguration contribute to relia-
bility recovery, their effectiveness may be limited within a short time frame, often accompanied
by high computational and resource costs. It is more efficient to re-purpose existing neurons in
the neuromorphic system, thus ensuring enhanced reliability at minimal cost and with reduced
repair time. To the best of our knowledge, existing fault-tolerant approaches never considered
re-purposing some existing neurons for fault tolerance during mapping. It’s worth mentioning
that this dissertation does not encompass thermal and energy analyses; our primary focus is on

ensuring the robustness and reliability of the neuromorphic system.




@ " ~, Neuron Healthy @ Faulty Redundant
sl Matching Neuron Neuron Neuron

T R e S e SRS e SR o e o e o

’fl AN / ;
I T I L Remmmmaceorenaoame i
i Neural network | Neural network
X{;@ R application i ' X application
: OO
30 @ X5
O® CIOM®
U] (i)

Figure 1.6: Illustrative examples of the mapping of a neural network application to a neural
circuit: (i) With sufficient redundancy elements, (ii) With depleted redundancy elements fol-
lowing multiple failures.

4
a5 10
——— 3x3x3 NoC
—f—— 4x4x4 NoC
3r 5x5x5 NoC
2
wn 2.5
{ =
e
=
@
= 2|
<4
©
& |
~— 15 -
(=] ,. |
T —
: e
= 1k |
: o
) T
| - — SNt
o = o - _
i ’_”_’_”"_"(7
— '/,,_,_,,_,_,_,,6,,_,_,,_ -
OL;(;_i?_i_?_ | I ; 1 1
0 0.2 0.4 0.6 0.8 1

Scaling Factor (k)

Figure 1.7: Correlation between scaling factor and number of redundant neurons in large-scale
NoC-based neuromorphic systems.




1.3. DISSERTATION CONTRIBUTIONS

1.3 DISSERTATION CONTRIBUTIONS

In this dissertation, we contribute to the field of reliable neuromorphic computing by pre-
senting architectures and algorithms designed to enhance the robustness of neuromorphic sys-
tems. Our contribution begins with an in-depth analysis of the impact of faults on neural
computation performance. To recover neuromorphic computing applications from the impact
of faults, we propose novel fault recovery algorithms. Furthermore, we address the complex
task of mapping applications onto neuromorphic systems, a challenge exacerbated by poten-
tial faults including high-rate capable of compromising neural computation reliability. Build-
ing upon our prior work in migration-based mapping, we introduce an advanced fault-tolerant
mapping algorithm and architecture with a novel ranking and selection mechanism. This ad-
dition aims to ensure the continued effectiveness of the mapping process even in the presence
of high-rate faults. Lastly, we recognize the inherent drawbacks associated with existing fault-
tolerant mechanisms particularly concerning resource costs and finite bottleneck issues when
striving for a balance between system efficiency and reliability during the mapping of applica-
tions onto neuromorphic systems. In response, we present a novel mapping approach featuring
a unique fault-tolerance mechanism inspired by the theory of neural reuse. This innovative
strategy seeks to overcome the limitations of traditional methods, offering a more sustainable
and efficient solution for system mapping within the realm of neuromorphic computing.

The main contributions of this dissertation are as follows:

A stuck-at augmented pruning (SAP) method for recovery from the impact of fault in

SNNSs during neural computation.

A target and selection method (TSM) for improved fault recovery in SNNs during neural

computation that identifies and removes faulty neurons during neural computation.

* A ranking and selection mechanism (RSM) for fault-tolerant neuron mapping. The use
of this mechanism solves the problem of repairing many defective neurons while having

fewer spares.

A cluster-by-cluster-based ranking and selection method to solve the issue of defective
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neurons not being selected for fault-tolerant neuron mapping in neuromorphic hardware.

In this approach, all clusters with at least one defective neuron are selected for repair.

* A robust mapping scheme (R-MaS3N) featuring an innovative fault-tolerant mechanism
designed for mapping SNNs onto 3D-NoC-based neuromorphic systems. The novel
fault-tolerant mechanism effectively overcomes limitations in resources and computa-

tional costs associated with traditional redundancy-based fault-tolerant methods.

* A heuristic-based method for partitioning neurons in the layer of an SNN application.

This approach offers an optimal balance between performance and reliability.

* A partitioning technique that clusters neurons within the layers of the neuromorphic sys-
tem. This approach ensures that underutilized neurons are first leveraged and prioritized

for fault tolerance and neuron utilization recovery before most utilized.

1.4 DISSERTATION STRUCTURE

The rest of this dissertation is organized as follows:

* In Chapter 2, we discuss the fundamental components of a neuromorphic system.

* In Chapter 3, we provide an in-depth exploration of the concept of neuromorphic com-
puting and the progress achieved thus far. We also examine related works dedicated to
enhancing robustness in a neuromorphic system focusing on three crucial domains: fault
recovery in neural computation, reliable communication, reliable memory operation, and

application mapping.

* In Chapter 4 we introduce algorithms to recover SNNs applications performance from

faults in their neural computations.

* In Chapter 5, we present a fault-tolerant SNN algorithm tailored for mapping onto 3D

NoC-based neuromorphic systems using the proposed RSM.

10



1.4. DISSERTATION STRUCTURE

* In Chapter 6, we also present R-MaS3N, a robust mapping method for mapping SNNs

onto 3D NoC-based neuromorphic systems.

 In Chapter 7, we present an implementation of the proposed algorithms and schemes to
achieve a robust reconfigurable neuromorphic chip including hardware evaluation and

sample layout design.

* Finally, in Chapter 8, we conclude this dissertation with a comprehensive summary of

our contributions and a road map for future research.
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FUNDAMENTALS OF NEUROMORPHIC
SYSTEMS

Euromorphic systems emulate the neural computations observed in biological brains,
N showcasing impressive learning capabilities and adaptability. Drawing inspiration from
the architecture and logical structure of the human brain has paved the way for the develop-
ment of biological neural networks extensively applied in realms such as machine learning and
artificial intelligence. The shift from biological neural network models to neuromorphic com-
puting systems necessitates the design of architectures that mimic their logical structure and
computational processes. This chapter discusses biological neural network models, exploring
the governing learning rules and information processing coding schemes. It concludes by ex-
amining how these computing models with their specific learning rules and coding schemes are

used to design and develop neuromorphic systems.
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2.1. SPIKING NEURAL NETWORKS

2.1 SPIKING NEURAL NETWORKS

Biological and artificial neural networks (ANNs) are composed of neurons connected by
synapses where neurons serve as the fundamental processing units. Regarding their compu-
tational paradigm, ANNs can be categorized into three generations [23|]. The first generation
encompasses McCulloch-Pitts neurons, often referred to as perceptrons. A multilayer percep-
tron has a single hidden layer and can efficiently compute various boolean functions. In the
second generation, neurons incorporate activation functions like sigmoid functions. Conse-
quently, second-generation neural networks have analog inputs and outputs making them more
realistic than their first-generation counterparts. Both generational models significantly differ
from biological neural networks in terms of functionality.

Brain neurons communicate through discrete pulses known as spikes, typically firing at fre-
quencies lower than 100MHz. This implies that only a window of 20 or 30 ms is required to
calculate the current firing rate [24]. Experimental evidence suggests visual processing tasks
can be accomplished in as little as 20 ms [25] [26]. As such, it appears unlikely that firing rate
serves as the principal coding mechanism for biological neurons instead, timing appears to play
a crucial role [27]. These insights led to the development of third-generation neural networks
which employ spiking neurons as their basis. Unlike the previous generations, spiking neu-
rons are inspired by the neuron dynamics in artificial neural networks observed in biology [28]]
however, spiking neurons communicate using spikes and encode information both spatially and

temporally which explains the brain’s energy efficiency [29].

2.1.1 LEARNING RULES

Learning rules in SNNs are crucial for enabling these networks to perform complex tasks
and adapt to changing environments. These rules govern how synaptic weights between neu-
rons are adjusted based on input data and the network’s responses. Similar to conventional
ANNSs, SNNs have three major categories of learning: unsupervised learning, supervised learn-

ing, and reinforcement learning.
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SUPERVISED LEARNING

SNNs use supervised learning to optimize the network parameters based on the network’s
current output spike pattern and the desired output spike pattern [16] [30]. Based on the net-
work task, the desired output spike pattern represents a specific value. As an example, in clas-
sification tasks, desired output spike patterns encode class labels while in regression tasks, they
encode real values [16]. Many supervised learning methods in SNNs have their foundations
rooted in the concept of back-propagation which is widely used in traditional ANNs for train-
ing. However, there are some differences when applying back-propagation to SNNs due to their
spiking nature and temporal dynamics. An early application of spike-based back-propagation
in multilayer SNNs is pikeProp [31]]. Furthermore, the Tempotron [32] has demonstrated its

effectiveness in binary classification tasks drawing parallels with the perceptron concept.

UNSUPERVISED LEARNING

An unsupervised learning approach to SNNs relies on correlations between neural activities
to adjust network parameters without relying on class labels [30]. Input spike patterns that are
represented using unsupervised learning can be used for clustering and classification tasks.
Biology’s most fundamental unsupervised learning rule is spike-timing-dependent plasticity
(STDP) as Hebb described it, neurons that fire together wire together [2].

The Hebbian learning rule can be expressed mathematically using equations:

At
Awij = i A+€_Zf’ if At >0 @0

k=1 | A_e —, ifAr <0
where Aw;; represents the change in synaptic weight between lets say neurons i and j,
A, and A_ are constants for potentiation and depression, At is used to represent the change
in time (t; —#), , and 7, and 7_ are time constants. As illustrated in Figure @ the STDP
process leads to synaptic potentiation (LTP) when the pre-synaptic neuron fires just before the

post-synaptic neuron (#; < t;), and depression (LTD) when the pre-synaptic neuron fires just

after the post-synaptic neuron (¢; > ¢;). In unsupervised learning, STDP enables neuromorphic
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Figure 2.1: STDP illustrating how spike timing influences synaptic weight change. When the
presynaptic spike precedes (follows) the postsynaptic spike within a window of milliseconds,
it leads to weight increase (decrease), resulting in LTP or LTD, respectively. [2]

systems to adapt synaptic connections based on input spike patterns capturing temporal rela-
tionships and efficiently representing data within neural networks. This biologically inspired
mechanism plays a crucial role in various neuromorphic computing applications including pat-

tern recognition and sensory data processing.

REINFORCEMENT LEARNING

Reinforcement learning is another learning paradigm applicable to SNNs. In reinforcement
learning (RL), the parameters of an SNN are altered based on external feedback based on
the predictions generated by the network [30]. Reward-modulated STDP is one of the well-
known approaches used in RL with SNNs to provide an end-to-end learning approach to train
two different SNN-based sub-controllers [33]. A reinforcement learning approach for SNNs
has been developed recently using policy gradients. To this end, the SNN receives feedback

concerning the chosen outputs which then facilitates the adjustment of its parameters [2]].

15



2.2  SPIKING NEURAL NETWORK MODELS

Figure shows the basic structure of a neuron in the human brain. Each neuron has a
dendrite as a terminal for incoming signals. Figure [2.3] and 2.4]illustrates two distinct design
implementations of a neuron. In the analog design as shown in Figure[2.3] spikes on the axon’
wire undergo integration via the capacitance of the ’dendrite’ wire. The resultant voltage is
subsequently compared to a predefined threshold utilizing a comparator, which triggers a spike
generation when the voltage surpasses this threshold. Conversely, the digital design described
in Figure [2.4] is characterized by a counter. This counter registers increments each time an

incoming spike triggers a 1’ state within the bit cell.

Dendrite
Cell body

Synapse

Dendrite

Figure 2.2: Neuron diagram essentially consists of three parts: dendrites, cell bodies, and
axons. [2]

To emulate the generation of spikes with different levels of bio-plausibility and computa-
tional efficiency, a variety of spiking neuron models have been proposed. The Hodgkin-Huxley
model [34] initially proposed by Hodgkin and Huxley mimics the computational and informa-
tion propagation in axons [35]. However, for applications involving intensive computational
processes, the Hodgkin-Huxley model is less suitable for implementation due to the signifi-
cant computational overhead it incurs. For computational efficiency with low computational
overhead, the Leaky Integrate-and-Fire (LIF) model [36]] was proposed. However, the neurons

in the LIF model do not accurately emulate the biological plausibility of neurons in biology.
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2.2. SPIKING NEURAL NETWORK MODELS
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Figure 2.3: A neuron analog implementation as described in
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Figure 2.4: A neuron digital implementation as described in
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To have a computationally efficient and biologically plausible neuron model, the Izhikevich
model [37]] was proposed. To better formalize these models, we provide a brief discussion

about them.

2.2.1 HODGKIN-HUXLEY MODEL

As one of the earliest computational neuron models, the Hodgkin-Huxley model computes
the neuronal membrane potential using four differential equations [38]]. A neuron’s ionic flow
dynamics is captured by these four differential equations.

The membrane potential (V') adheres to the equation:

dv
mz = Iinjected —INa— Ik — Ileak (2-2)
Here, C,, represents membrane capacitance, dd—‘: denotes the rate of potential change, and

linjected> INa> Ik, and lieax signify injected current, sodium ion current, potassium ion current,
and leak current, respectively.

The sodium ion current (Iny) is formulated as:

Ing = gNam>h(Eng — V) 2.3)

Similarly, the potassium ion current (/k) is determined by:

IK = gKl’l4(EK - V) (24)

The leak current (/jc,x), representing passive ion flow, can be expressed as:

Ileak = gleak(Eleak - V) (25)

These equations collectively form the foundation of the Hodgkin-Huxley model, providing
a comprehensive framework to understand and analyze the neuronal membrane’s electrical
dynamics. Known for its ability to simulate neural activity, the model captures neuronal spikes

with the highest accuracy and the parameters correspond to physiological parameters [38]. In
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2.2. SPIKING NEURAL NETWORK MODELS

spite of this, Hodgkin-Huxley models are however, computationally expensive.

2.2.2 LEAKY INTEGRATE AND FIRE MODEL

In this model, a neuron’s membrane potential is characterized by resistance and capacitance,
similar to an RC circuit [39]]. The differential equation below describes the membrane potential

of an LIF neuron at time t (v(t)):

dv(t)
t dt

= —(v(t) —v,) +RI(1) (2.6)

Here, v(t) denotes the membrane potential of the neuron at time t, and vr represents its
resting potential. T represents the neuron’s time constant, and R represents its resistance. I(t) is

the input current the neuron receives through the synapses.

2.2.3 IzZHIKEVICH MODEL

The Izhikevich model, a popular spiking neuron model, is described by a pair of differential

equations [37]. The membrane potential (v) dynamics are given by:

d
d_: —0.042+5v+ 140 —u+1 (2.7)

The recovery variable (1) dynamics are described by the equation:

du

i a(bv—u) (2.8)

Here, a and b are parameters that govern the recovery variable’s behavior, and / represents the
input current. The Izhikevich model is known for its versatility in capturing a variety of spiking
patterns in neurons.

Using u as feedback, a neuron is unable to spike again after generating a spike, as u provides
negative feedback to v. When a neuron’s potential crosses a threshold value (c), it generates

a spike. Each spike resets v to resting potential and increments u by d. Parameters a and b
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represent the time scale in which u observes variations in v. These equations enable spiking
behaviors by cortical neurons to be simulated by varying the values for the parameters a, b, c,

and d.

2.3 CODING SCHEMES

Real-world data and signals are inherently analog and continuous. To enable information
processing in SNNs, it is essential to encode these real-world data into spike trains. Yet, an
unresolved question pertains to determining the optimal method for encoding this data, whether
through rate encoding or temporal encoding. In the following subsections, we will discuss some

established neural coding methods in neuroscience.

2.3.1 RATE CODING

There are numerous coding schemes used in neural network models with rate coding being
the most popular. In this scheme, each input intensity is treated as a firing rate and converted
into a Poisson spike train corresponding to its firing rate [40]. The firing rate refers to the spike
count over a brief period and such spike counts typically carry limited information. An input

neuron fires more frequently if the input intensity is high as shown in Figure [2.5p.

2.3.2 TEMPORAL CODING

Unlike rate coding, temporal coding encodes information by analyzing the precise timing of
spikes. This approach finds biological support in various types of biological neurons [39]. The
first application of this coding scheme in SNN-based supervised learning was demonstrated
in [41]]. Below, we will discuss some of the most commonly used coding schemes based on

temporal spikes.
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2.3. CODING SCHEMES

TIME-TO-FIRST-SPIKE

By using first spikes, time-to-first spike encodes information for fast responses within a few
milliseconds such as tactile stimuli. As shown in Figure 2.5b, in time to first spike coding,
the larger the input pixel intensity, the more information it contains and the sooner it emits
a spike [40]. To convert input pixels into first-spike patterns, the authors in [42] proposed
an exponential-decaying dynamic threshold. In the computational framework, an exponential

function is employed to calculate the threshold Py, denoted as

Pu(t) = Boexp (—i) , (2.9

Tth

where 6 is a threshold constant, typically set to 1, and Ty, represents the time constant. In
this encoding scheme, input pixels are transformed into precise timing information particularly
the timing of the first spikes. The exact timing of these input spikes plays a pivotal role during
the decoding phase determining the amount of information conveyed to the post-synaptic neu-
rons [40]]. The input spikes serve to excite the synapse, generating synaptic input as the sum of

post-synaptic potentials (PSPs) according to the equation:
Zj(t) ZZPSPU(I) :WS(Z)ZWUS,'(Z) (2.10)
i i

Here, z;(t) signifies the synaptic input received by the postsynaptic neuron j, PSP;;(t) rep-
resents the post-synaptic potentials originating from input neuron i, s;(¢) denotes the input spike
train emitted by the presynaptic neuron i, and w;; signifies the synaptic weight. Furthermore,

ws(t) corresponds to the spike weight at time 7, characterized by an exponential decay function

(i.e., wy(t) = exp (—%)).

RANK ORDER CODING

Ranking-order coding encodes information in the order of spikes emitted by neurons in a
population. In this scheme, each neuron fires once after a stimulus is presented [39]. This

coding scheme has gained attention in neuroscience for its potential to capture fine temporal
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Figure 2.5: Schematic illustration of neural coding: (a) Rate coding: Input intensity is con-
verted to firing rates, (b) Time to first spike coding: Information is encoded based on the precise
timing of the first spike generated by a neuron with high-intensity input to a neuron firing first,
(c) Phase coding: High- and medium-intensity input neurons spike almost at the same time as
neurons with low-intensity input that are not synchronized, (d) Latency coding: Spike timing #;
and #, encode information in neurons with medium and least intensity input relative to neurons
with the highest intensity.

details in sensory information. It’s particularly relevant in scenarios where the exact timing of
events is critical for accurate perception and response. For example, in tasks such as speech
recognition or object identification, the precise order of neural responses can convey essential

information that might be missed in traditional rate coding schemes.

PHASE CODING

In this encoding scheme, neurons spike at different phases about the reference oscillation
[39]. Using a binary representation, the authors in [43] came up with a phase coding scheme
using the bit "1" which signifies a spike. Each bit in the representation is weighted differently
to add phase information to the spikes. Also, the largest pixel intensity determines the number
of phases. As shown in Figure 2.5k, the number of phases is 8 and varies periodically with time
following the formula:

Ws(t) — 27(1+m0d(t71,8)) (2'11)
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2.4. HARDWARE IMPLEMENTATION

This expression reflects the relative importance of each bit within the binary representa-
tion. Based on Equation 2.11, the synaptic input is produced by decoding the weighted spikes.

Typically, larger pixels produce more significant spikes and transmit more information.

LATENCY CODING

Latency coding represents a fundamental aspect of neural information processing that heav-
ily depends on the precise timing of spikes within neuronal networks as shown in Figure [2.5d.
In this coding scheme, the temporal aspect of neural activity takes center stage and plays a
pivotal role in determining whether a synapse undergoes Long-Term Potentiation (LTP) or

Long-Term Depression (LTD) [39] thus mirroring the concept of STDP.

2.4 HARDWARE IMPLEMENTATION

In hardware, neuromorphic systems are implemented by developing specialized architec-
tures that closely emulate the learning, memory, and computational processes of biological
brains. Our discussion in this section will focus on how neuromorphic hardware systems im-

plement sub-components such as learning, memory, and platform.

2.4.1 PLATFORMS

Neuromorphic computing offers a promising avenue for mimicking and harnessing the ca-
pabilities of the human brain in electronic systems. For hardware implementation, two primary
platforms are widely adopted: ASICs (Application-Specific Integrated Circuits) and FPGAs
(Field-Programmable Gate Arrays). ASIC integrated circuits are known for their efficiency
and performance in specialized neuromorphic applications. They offer fixed functionality,
making them ideal for power-efficient, real-time, and large-scale neuromorphic simulations.
An application that effectively harnesses ASICs is the deployment of SNN for real-time object
recognition in autonomous vehicles. The inherent aforementioned characteristics of ASICs are

crucial for rapid decision-making in dynamic environments. Neuromorphic devices such as
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Intel’s Loihi chip [44] and IBM’s TrueNorth chip [45] are both renowned for their prowess in
efficient and real-time processing utilizing ASIC platforms.

On the other hand, FPGAs are versatile, programmable hardware platforms, widely known for
their flexibility and suitability for rapid prototyping for research and experimentation. While
FPGAs may have slightly lower power efficiency, they allow adaptation to various neural net-
work architectures and algorithms. For instance, the BrainScaleS [46] system developed by
Heidelberg University represents an embodiment of the utility of FPGAs in cutting-edge re-
search. Similarly, the SpiNNaker platform [47] originating from the University of Manchester

showcases the power of FPGAs in facilitating large-scale neuromorphic simulations.

2.4.2 MEMORY TECHNOLOGY

Memory technologies play a pivotal role in the development of neuromorphic systems es-
pecially when dealing with SNNs. Many prominent neuromorphic systems have traditionally
relied on circuits based on commercial CMOS technology [48]. However, in recent years sev-
eral efforts have been made to advance neuromorphic systems by harnessing emerging memory
and device technologies. These cutting-edge technologies find primary applications in synaptic
and learning models within the domain of neuromorphic engineering [48]].

Notably, research in nano-scale materials has unveiled the potential for new devices to emu-
late real synapses particularly their ability to retain state information within artificial neural
networks [49]. This breakthrough opens avenues for overcoming traditional CMOS memory
limitations. Several emerging memory devices have emerged as promising alternatives. Among
these technologies, Resistive Random-Access Memories (R-RAMs) [50] have gained promi-
nence. R-RAMs leverage resistance-switching phenomena providing distinct advantages over
memory based on CMOS technology [49] [S1]. Typically, R-RAM devices consist of two ter-
minals: a top electrode and a bottom electrode, separated by a thin film. Voltage application
between the electrodes enables gradual switching between high-conductive and high-resistive
states, allowing the storage of corresponding conductance values.

In addition to R-RAM, other emerging memory technologies such as Spin Transfer Torque

Magnetic Random Access Memory (STT-MRAM), ferroelectric devices, and phase-change
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2.4. HARDWARE IMPLEMENTATION

materials offer unique methods for storing memory states as resistance, each exhibiting its own
set of distinctive behaviors [52]. These innovations mark a significant stride in enhancing the
capabilities of neuromorphic systems, enabling them to more closely replicate the intricate pro-
cesses of biological synapses and fostering advancements in artificial intelligence and cognitive

computing.

2.4.3 LEARNING

Learning in neuromorphic systems can be implemented through two distinct approaches:
off-chip learning and on-chip learning. Off-chip learning involves utilizing external computing
resources often traditional digital computers to train neural networks for a target application for
the neuromorphic hardware. This approach allows for training spiking neural networks with
supervised training algorithms like BP-based learning algorithms and their variants on datasets.
The resulting neural network configuration and parameters post-training are mapped to the neu-
romorphic chip for the desired intended task. Another approach to off-chip learning is through
ANN-SNN conversion demonstrated in [S3]], [54], and [55]]. This conversion process enables
the utilization of pre-trained deep learning models while preserving much of the knowledge
learned during the off-chip training.

Conversely, on-chip learning integrates the learning process directly within the neuromorphic
hardware utilizing analog and digital circuits to update synaptic weights. Demonstrated in [3],
this approach mimics the real-time learning capabilities of biological brains and offers low-
latency and energy-efficient learning. One of the prominent on-chip learning algorithms is
STDP which is a biologically inspired learning rule that adjusts synaptic weights based on the
precise timing of spikes between connected neurons. When a pre-synaptic neuron consistently
fires before a post-synaptic neuron, the synapse between them strengthens, and vice versa. This
real-time adaptation ability of STDP makes it an ideal choice for on-chip learning because it
enables immediate responses to changing data patterns minimizing latency.

Using supervised learning algorithms for on-chip learning can have significant disadvantages.

This is because supervised learning algorithms typically involve iterative computations, back-
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propagating, and error adjustment which can be computationally intensive and energy-consuming.
These characteristics make supervised learning algorithms less suitable for on-chip learning as
they can introduce high latency, increase power consumption, and limit the real-time adaptabil-

ity in a neuromorphic system.

2.5 CHAPTER SUMMARY

In this chapter, we discussed the fundamentals of neuromorphic systems particularly SNNs,
their computational models, and coding schemes used to process information. Additionally, we
explored three pivotal modules for developing a neuromorphic system in hardware. The next
chapter will discuss advancements in neuromorphic systems and the inherent challenges of
robustness. Additionally, the chapter will also discuss how previous researchers have addressed

the robustness issue within neuromorphic systems.
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RELATED WORKS

N addition to their primary functions, neuromorphic systems must consistently perform
Iacross real-world scenarios adapting to unpredictable sensor data, sustaining functional-
ity in adverse conditions, and accommodating hardware variations. Achieving robustness is
paramount to unlocking the full potential of neuromorphic systems in critical applications like
autonomous driving, space exploration, and biomedical. This chapter explores the development
and advancement of neuromorphic systems, the challenges to their reliability, and the necessity
for robustness with a focus on neural computation, communication, memory operations, and

application mapping.
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3.1 NEUROMORPHIC SYSTEMS: STATE OF ART AND ADVANCEMENT

Early theoretical work by Frank Rosenblatt between the 1950s and 1960s on the perceptron
led to the concept of neural networks. A lack of computing power, however, hindered practical
implementation. As computational capabilities advanced between the 1980s and 1990s, neural
networks attracted renewed attention. Researchers developed more complex neural network
models including backpropagation algorithms for training multi-layer perceptrons. It was these
developments that laid the foundation for modern deep learning. Neuromorphic engineering
took shape after Carver Mead began developing silicon neurons based on analog VLSI (Large-
scale integration) that closely resembled their biological counterparts [4]] [S6].

Advancements in hardware development such as specialized neuromorphic chips, vision sen-
sors, and learning algorithms have advanced neuromorphic computing into the realm of real-
time data processing. To achieve this, the development of spiking neural network models with
adaptable features is imperative offering the ability to configure network connectivity, parame-
ters, and even constituent element models such as neurons and synapses.

One pioneering approach in this direction is the SpiNNaker2 project [47]] which employs a mul-
ticore computer system designed to simulate the behavior of up to a billion neurons in real time.
This system integrates 57,600 custom VLSI chips connected through a dedicated global asyn-
chronous communication infrastructure based on the AER communication protocol [57] [S8].
This infrastructure is optimized for handling large volumes of small packets, such as those rep-
resenting neuron spikes, in real-time. Another development is IBM’s *TrueNorth’ ASIC [59]]
which represents a departure from traditional von Neumann architectures. TrueNorth’s elec-
tronic circuits utilize transistors as digital gates but operate asynchronously and communicate
through event-driven methods. This innovative design comprises 4,096 cores of spiking neural
networks integrated into a single CMOS chip.

In contrast to SpiNNaker and TrueNorth, the NeuroGrid system [60]] follows the original vision
of neuromorphic engineering [59] [60]. It leverages analog/digital mixed-signal sub-threshold
circuits to model continuous-time neural processing elements. NeuroGrid shares the objective
of implementing large-scale neural models and emulating their real-time function distinguish-

ing itself by embracing this unique approach.
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3.2. NEUROMORPHIC SYSTEMS: ROBUSTNESS CONCERNS

The concept of reconfigurability within these systems represents an exciting intersection of
neuroscience-inspired computing and adaptability. Designed to replicate the adaptability ob-
served in biological brains, the capability to reconfigure these systems in response to changing
environmental conditions endows them with unique attributes notably adaptability and scala-
bility making them versatile for a broad spectrum of applications. In our prior research, we
introduce the NASH system [5]], a cutting-edge 3D NoC-based neuromorphic system com-
prising multiple tiles. Each tile features a spiking neuro-processing core (SNPC) housing 256
leaky integrate and fire (LIF) neurons, an SRAM-based synapse memory and 64k crossbar, a
network interface (NI), and a 3D fault-tolerant (FT) router with TSV. The NI is equipped with
an encoder and decoder responsible for interpreting spike data exchanges between sending and
receiving cores. Within the neuromorphic system, the NI earlier supports a layer-to-layer map-
ping method proposed in previous work [22] and most recently in [6] and [[19]], migration-based
methods. Furthermore, for inter-core communication, the 3D router employs K-means-based

multicast routing algorithms as proposed in [22].

3.2 NEUROMORPHIC SYSTEMS: ROBUSTNESS CONCERNS

In later years, neuromorphic chips have been used for applications such as real-time ob-
ject recognition, speech processing, and autonomous robotics. They consume significantly
less power than traditional computing systems making them ideal for edge computing and IoT
devices [3]. As VLSI [4] [61] technology advances, reliability concerns arise. As a result,
finding solutions to enhance the reliability and robustness of these systems is essential. More-
over, neural networks in neuromorphic systems are susceptible to environmental factors such
as noise and variability [62]. Also, neural circuits may develop hardware defects due to vari-
ations in manufacturing processes and flow [63]. As neuromorphic systems find applications
in fields like autonomous vehicles and medical devices, ensuring their reliable and consistent
performance, particularly in challenging environments, becomes crucial. Techniques for ensur-
ing and improving the robustness of neuromorphic systems such as fault-tolerant and recovery
algorithms, fault-tolerant and recovery mechanisms, and robust training methodologies are ac-

tively being researched.
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3.3 EXISTING SOLUTIONS TO AREAS OF NEUROMORPHIC SYSTEMS FOR ROBUSTNESS

Numerous efforts are underway to improve neuromorphic computing systems’ robustness,
particularly in critical areas such as neural computation, communication, memory operation,
and application mapping as the demand for resilient systems grows. In addition to address-
ing these challenges, existing solutions provide a solid foundation for the evolution of fault-
tolerant, recovery, and detection algorithms. The ensuing discussion offers an overview of the

advancements in these critical areas aimed at ensuring the robustness of neuromorphic systems.

3.3.1 FAULT RECOVERY IN NEURAL COMPUTATION

A neural network often referred to as an ANN is a computational system designed for in-
formation processing and computation. However, like any other computational system, neural
computations are susceptible to errors. Factors such as process variations, thermal issues, and
leakages can lead to computational inaccuracies [64]. Consequently, these inaccuracies may re-
sult in output data lacking reliability, accuracy, or data integrity [64]. To tackle this challenge,
researchers have put forward several strategies. In the works of [65] and [66], the authors pro-
posed a method to mitigate and recover from these errors by introducing explicit redundancy
in both neurons and synapses. This dissertation partially adopts this approach as an initial
solution for achieving fault-tolerant neural network execution on neuromorphic systems. An-
other approach, as presented by [64] involves segregating neural network components based
on their functionalities. These components are trained separately each with distinct objectives
not only to handle errors but also to enhance overall performance and generalization. Another
method for managing errors in neural computation is through network application training and
retraining with diversified parameters, as discussed by [[67]] and [68]. However, it’s important
to note that this approach can be time-consuming and expensive especially when dealing with

hardware implementations
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3.3.2 RELIABLE COMMUNICATION

Effective communication is a fundamental aspect of computing systems playing a pivotal
role in the seamless exchange of data and information between various components and de-
vices. In neuromorphic systems, accurate and reliable data transmission is critical for the
proper functioning of the hardware and software layers. However, the reliability of these
data transmissions is often challenged by various factors including hardware limitation [69],
defective hardware components [69] [70], power surges [/0], and in many cases electrical in-
terference leading to memory errors. In this context, data transmission errors can be detected
and corrected by Error Correction Codes (ECCs) and Detection Codes (DCs) as reported in [6]
and [65]. As a result, data communications within a system can be trusted to be accurate. De-
spite its benefits, the idea introduces redundancy during data computation. A key characteristic
of effective communication is the timely delivery of data. As timing violations introduce la-
tency during communication, they are detrimental to SNNs’ performance [5] [22]]. As a result
of this challenge, the work in [22] suggested implementing alternate links in 3D NoC-based
systems to provide continuous spike transfer within cores in the case of a failure of a communi-
cation link. Based on ILP and PSO algorithms, the authors in [71] proposed the use of another
spare router in the case of router failure. By using this method, extra routers can be replaced
with lower communication overheads. While this approach is generally applicable to 2D NoC
systems, it does not extend to 3D systems. Therefore, 3D NoC-based systems are not subject

to the lower communication costs achieved by 2D NoC-based systems.

3.3.3 RELIABLE MEMORY OPERATION

Memory operations are the backbone of modern computing systems playing a pivotal role in
the storage and retrieval of data. The efficiency and reliability of these operations are essential
for the overall performance of a computing system. In-memory neuromorphic computations
remain susceptible to data retention faults as highlighted by the authors in [67]. To address these
faults, efforts have been made to enhance the thermal stability of memory [[67]]. However, this

approach comes at the cost of increased energy consumption for writing data across the entire
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memory. An alternative strategy involves the use of error correction and detection mechanisms
such as Hamming distances, parity bits, and cyclic redundancy which are widely employed
[68]]. Nevertheless, it’s important to note that these techniques introduce a significant overhead
in memory cells. Memory operations are also susceptible to soft errors [72] [73]] [[74] which are
often transient and they occur due to fluctuations in expected power optimizations. To address
these faults like in high-performance computing (HPC) systems, they typically employ various
error correction mechanisms such as parity and checksum bit addition [[72]. However, these
mechanisms also increase the memory area overhead and energy consumption. In essence,
addressing memory faults often involves a trade-off between energy consumption and area

overhead.

3.3.4 RELIABLE APPLICATION MAPPING

The complex routing architecture inherent in neuromorphic systems adds complexity to the
task of mapping applications onto such hardware. Despite these inherent challenges, numerous
strategies have been proposed to achieve optimal system performance while also considering
the trade-offs between hardware performance and reliability post-mapping. However, the pro-
cess of mapping applications such as SNNs onto neuromorphic hardware remains a non-trivial
endeavor. Generally, the process of mapping an application such as SNNs to neuromorphic
hardware involves two key steps: partitioning neurons into clusters based on hardware con-
straints and subsequently assigning these clusters to specific hardware processors. Several
mapping strategies including Espine [75[], Neumap [76], SpineMap [77], PACMAN [77], and
PSOPART [78]] employ variations of these two-step procedures. Within these approaches,
heuristic algorithms and particle swarm optimization (PSO) techniques are commonly em-
ployed for optimization.

For instance, in PSOPART, neurons find direct placements on hardware cores through PSO,
while PACMAN assigns neurons to SpiNNaker cores following a first-come, first-served prin-
ciple. In Neumap, Espine, and SpineMap, neuron partitioning precedes the mapping process.
Nevertheless, despite the effectiveness of these existing methods, they are not without limita-

tions, particularly when facing the challenges of scaling both hardware and application sizes.
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These limitations primarily arise from two factors: firstly, the potential for individual neurons
within an application to independently fail due to various internal and external factors; and
secondly, as application sizes scale up, the number of neurons susceptible to failure corre-
spondingly increases [62]. Consequently, these mapping techniques entail a trade-off between
reliability and resilience on one hand and performance metrics such as power consumption,
spike latency, on-chip network congestion, and throughput on the other.

While existing mapping strategies for neuromorphic hardware have been explored to some ex-
tent, there remains a notable gap in the development of fault-tolerant mapping techniques tai-
lored specifically for such hardware. In the quest to enhance fault tolerance within these map-
ping strategies, researchers have commonly integrated mechanisms like redundancy, dynamic
reconfiguration, and fault detection [/9]. These fault-tolerant mechanisms have often been
complemented by conventional optimization approaches such as genetic algorithms [64]], min-
max optimization [64], quadratic programming [[7/7] [80], and integer linear programming [/7|]
to craft resilient mapping techniques. For example, in [81], researchers introduced a fault-
tolerant mapping strategy for a memristor-based crossbar leveraging integer linear program-
ming and hierarchical clustering to elevate mapping rates and reduce hardware costs.
Nevertheless, this method comes at the expense of increased computational and execution
times and is confined to 2D neuromorphic hardware. Another noteworthy approach, presented
in [82]], revolves around fault-tolerant mapping achieved through pruning. This technique,
while proficient in mapping applications to the hardware, introduces intricacies into the map-
ping process and the potential for compatibility challenges. Additionally, the authors in [[79]]
proposed a runtime mapping scheme with a lifetime constraint. This scheme dynamically allo-
cates incoming applications to multi-core systems and employs a borrowing strategy to manage
many core resources across various scales. However, its primary focus lies in considering the

aging components of the hardware, overlooking the intricacies of the neural circuit.
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3.4 CHAPTER SUMMARY

In this chapter, we outline the historical milestones that have shaped the evolution of neu-
romorphic systems. We discuss the reliability concerns inherent in neuromorphic systems,
exploring previous efforts aimed at ensuring their robustness. Building upon this foundational
understanding, the subsequent chapters will introduce our contributions to the ongoing efforts

dedicated to achieving and ensuring the robustness of neuromorphic systems.
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FAULT RECOVERY METHODS FOR NEURAL
COMPUTATIONS (SAP AND TSM)

Ecovery from fault in neural computation is crucial, especially in computational neuro-
R science and the context of neuromorphic systems. While exploring SNNs and simulating
their neural processes, we discovered vulnerabilities to faults that can result in errors that must
be addressed. To address these challenges, the adoption of fault recovery algorithms becomes
imperative. In this chapter, our approach begins with an exploration of fault tolerance in neural
networks, delving into the impact of faults on neural network accuracy. Through conduct-
ing fault injection experiments on trained SNN models, we measure the impact on classifica-
tion or prediction accuracy following the introduction of faults. Subsequently, we introduce
our proposed algorithms designed to ensure the reliability of output results in neural compu-
tations, especially after recovering from faults. These algorithms strategically employ fault

detection and recovery strategies to mitigate the potential influence of faults that could com-
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promise the accuracy of neural networks. By exploring fault-tolerant and recovery algorithms
in neural computation within neuromorphic systems, our goal is to underscore their pivotal role

in achieving dependable results.

4.1 INTRODUCTION TO FAULT RECOVERY IN NEURAL NETWORKS

Recovery from faults in neural networks is essential, especially in applications requir-
ing reliable computation output such as autonomous vehicles, space exploration systems, and
biomedical devices. In the context of neural networks, faults typically refer to the failure of in-
dividual neurons or synaptic connections. To address these issues, fault recovery mechanisms
and techniques are specifically crafted and implemented. These mechanisms aim not only to
recover a network from faults but also to guarantee that the network can persistently function
correctly, even in the presence of such failures.

Mathematically, we can illustrate a basic feed-forward neural network with multiple layers

having neurons interconnected together as follows:

n
ai=f Zw,-j~xj—|—b,- “4.1)
j=1

Where:

a; represents the output of neuron i.

f denotes the activation function of the neuron.

w;; signifies the weight of the connection between neuron i and neuron j.
xj is the output of neuron j in the previous layer.

b; stands for the bias of neuron i.

Moreover, in a feed-forward neural network represented by Equation 4.1, a fault can manifest
in several ways. Let’s consider a fault in the weight of a connection w;; between two neurons

i and j. This fault can be quantified as the difference between the output of neuron i with the

fau

original weight w;; and the output with the faulty weight w;; " We can represent this fault as
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follows:

n n
Aa; :f( w,j.xj+bl-> —f( wl -x,-+b{"“”> (4.2)
i=1 J=1

J

Where:

Aa; represents the change in the output of neuron i due to the weight fault.
f is the activation function of the neuron.

w;j is the original weight between neurons i and ;.

fault

i is the faulty weight between neurons i and j.

x; is the output of neuron j in the previous layer.

b; is the bias of neuron i.

Fault recovery as defined by Equation 4.3 is a critical aspect aimed at maintaining the network’s
functionality and ensuring consistent outputs even when faults are present. In the context of a
feed-forward network described by Equation 4.1, with a fault characterized by Equation 4.2,

the tolerance to such faults is expressed as follows:

n n
||f<2w,-j-x,-+b,~) —f( w-l.f;."””-xﬁb{“””) |<eVXeT (4.3)
j=1 j=1

Here, € represents a small tolerance value for any given input data X from the training set 7.

4.2 IMPACTS OF FAULTS IN SPIKING NEURAL NETWORKS

Neurobiological studies suggest that the human brain can tolerate only a limited number
of errors during computation [21]]. Computational studies indicate that neural networks exhibit
resilience to noisy inputs further highlighting their ability to gracefully degrade when imple-
mented at the physical level. However, it’s essential to note that without proper design con-
siderations, neural networks have minimal tolerance for intrinsic faults [21]] [83]] [|84]. Recent

experiments have demonstrated their vulnerability to hardware fault injections particularly fol-
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lowing training [85]]. To propose a fault recovery method, a comprehensive understanding of the
impact of these faults on SNNs is imperative. We proposed to randomly introduce hardware-
level faults into post-trained SNN models which include Multi-Layer Perceptron (MLP) and
Convolutional Spiking Neural Network (CSNN) models and observe the performance of the
faulty models in classification tasks like digit recognition. The architectures of these models
are described in Figures and[4.2] Our design for these SNN architectures draws inspiration

from the work in [86]].

4.2.1 FAULT MODELLING

In the context of this research, a foundational assumption has been made regarding the
output layer of a system or application, asserting that faults cannot occur at this layer. This
assumption is grounded in the understanding that if a fault were to manifest at the output layer,
it would render the entire output non-existent, thereby diminishing the predictability and utility
of the system. However, it is acknowledged that faults are not restricted to specific layers; they
can potentially occur at any location within the system. In our fault modelling, in particular,
we focus on ’stuck-at’ (SA) faults, which are a common occurrence following the fabrication
of circuits [87]. Our assumption concerning the ’stuck-at’ fault is predicated on two scenarios:
when it arises, either a neuron becomes incapable of generating the requisite output essential
for computation (SA-0), or it persistently produces an output even in the absence of an input
responsible for triggering the output (SA-1), effectively becoming ’stuck’ in a particular state.
This assumption harmonizes seamlessly with the nature of our system, which consists of neu-
rons organized into clusters responsible for accumulation computation. In this architecture,
each neuron plays a role in contributing to the final output. Therefore, the SA fault manifests as
a disruption in the coordinated functioning of these neurons, potentially impacting the overall
computation process. In our SA-0 fault models, we model to simulate a situation where a neu-
ron’s output becomes zero when the weight associated with that neuron is closest to a specified
minimum weight threshold. For the SA-1 fault model, we emulated a condition where a neuron
output becomes one continuously when the weight associated with the neuron approaches or

reaches the maximum allowable value.
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Figure 4.1: MLP-MNIST Architecture.
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Figure 4.2: CSNN-NMNIST Architecture.
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4.3 THE PROPOSED FAULT RECOVERY ALGORITHMS

4.3.1 STUCK-AT AUGMENTED PRUNING ALGORITHM (SAP)

To recover an SNN application from the impact of faults, in this research, we considered
removing faulty neurons in the faulty application. However, authors in [[88]] suggest retraining
the neural network to consider the positions of the defects when dealing with stuck-at-fault
in neural networks. According to [[89]], the authors suggest rearranging the crossbar rows and
columns but system complexity may arise as a result of these methods. Pruning is a technique
widely used to compress, simplify, and speed up the inference of neural networks [88] [90]
through the removal of unwanted connections or neurons. Given the degradation in neural
network performance observed in the aftermath of fault injection experiments (refer to Fig-
ures [4.3] and 4.4 in section 4.4.4), we introduced SAP, an augmented pruning fault recovery
strategy. It is important to note that this strategy differs from conventional pruning methodolo-
gies by incorporating additional criteria to guide the identification of faulty neurons targeted
for removal. In the SAP approach, we suggest a paradigm shift from the conventional practice
of solely removing synaptic connections, proposing instead the elimination of entire neurons.
We introduced the term ’lopping’ to describe this process which specifically entails removing
neurons based on their normalized value as defined by Equation 4.4. The decision criteria for
"lopping’ involve whether the normalized value surpasses a minimum weight threshold (Kj,;,)
for stuck-at-0 or equals a maximum weight threshold (K,,,,) for stuck-at-1, as dictated by Equa-
tion 4.5. Using neuron synapse weight values, SAP calculates each neuron’s maximum and

minimum weight threshold. Algorithm 4.3.1 formalizes the SAP method.

i=n

X0l =Y IXi| (4.4)
i=0
Ky = floor(X,, x p), Ky = ceil (X, * p) 4.5)

where X is a neuron, |X;| is a single synaptic connection value of the neuron, and ||X,,|| is the

normalized value for all its synaptic connections of the neuron.
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4.3. THE PROPOSED FAULT RECOVERY ALGORITHMS

Algorithm 4.3.1 Stuck-at Augmented Pruning (SAP) Algorithm

1: Input

2: Sy Pre-trained weights

3: P Lopping percentage

4: QOutput

5: X Matrix graph of neurons

6: for n <— 1 ton— 1 layers in Sy model do

7: // Add stuck-at-fault;

8: for neuroni=1,2,... do
9: // Normalize (N,,,) i using Eqn. 4.1;
10: // Determine K, and K, using Eqn. 4.2;

11: if N,,, = K, or N, > K, then

12: /I Lop i with P percentage;
13: end if

14: end for

15: end for

16: X = Lopped model(i, n)
17: Return: Lopped model
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WEAK POINT

To determine whether a neuron is faulty, SAP calculates a weight threshold for each neu-
ron. Furthermore, the method removes faulty neurons by percentage. Furthermore, application
models experience a significant decline in performance when a larger number of neurons pre-
sumed to be faulty are removed as evidenced by the outcomes presented in Figures 4.3] and
4.4 of Section 4.4.4. Additionally, the computational step involved in determining the weight

threshold introduces added complexity to the overall strategy.

4.3.2 TARGET AND SELECTION METHOD (TSM)

In light of the substantial drawbacks associated with SAP, we propose an alternative ap-
proach known as the target selection method (TSM). TSM eliminates all faulty neurons simul-
taneously guided by predetermined minimum and maximum threshold values. This stands in
contrast to SAP which removes neurons based on a dynamic weight threshold and percentage
criterion that can change over time. An additional advantage of TSM is its capability to accu-
rately detect faults in SA fault models involving non-positive weighted neurons. In contrast,
SAP is unable to identify faults in such neurons. We describe the TSM fault recovery algo-
rithm in detail in Algorithm 4.3.2. Notably, TSM diverges from SAP by using the output state

or weight rather than individual synaptic weights to identify faulty neurons.
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4.3. THE PROPOSED FAULT RECOVERY ALGORITHMS

Algorithm 4.3.2 Target and Selection Method (TSM) Algorithm

Sk : Pre-trained weights
2: Wy : Minimum set weight
W+ Maximum set weight
4: X : Matrix graph of neurons
for k < 1 to k— 1 layers in Sy model do
6: Identification phase:
for neurona=1,2,.... do
8: // Retrieve the weight of each neuron (W,);
if W, =0or W, >W,, then
10: /I Mark the neuron as faulty (ay);
end if
12: Removal phase:

for neuronay =1,2,.... do

14: I Wq <= 0ofay
end for
16: end for

X = Fault-free model (a, k)
18: Return: Fault-free model

Return: Faulty neurons and their indexes
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4.4 EVALUATION

This section presents the results of our experiment on fault recovery in SNN applications
using the proposed SAP and TSM methods. In our evaluation, we follow a three-stage approach

namely; model training, fault introduction and recovery, and, model evaluation.

4.4.1 EVALUATION METHODOLOGY

First, we trained the proposed SNN architectures described in Figures 4.1 and 4.2 using
the snntorch [86] platform with MNIST and NMNIST datasets. The MLP model was trained
with the MNIST dataset and is identified as MLP-MNIST, while the CSNN model was trained
with the NMNIST dataset and is identified as CSNN-NMNIST. We evaluate the trained model
to determine its baseline accuracy. We then randomly inserted SA-1 and SA-0 faults on the
post-trained models at 20%, 30%, and 40% fault rates.

First, we assessed the impact of faults in MLP-MNIST and CSNN-NMNIST SA fault mod-
els. Following this, we applied the SAP method and evaluated its performance on first, the
MLP-MNIST. Subsequently, we implemented the TSM method for fault recovery in the MLP-
MNIST and CSNN-NMNIST SA fault models and examined its effectiveness. When evaluating
the TSM method, we used the same fault models for evaluating SAP as we did in [[62]]. In this

way, the results of the SAP evaluation can be compared with the results of the TSM evaluation.

4.42 EVALUATION RESULTS

4.4.3 IMPACTS OF FAULTS IN SPIKING NEURAL NETWORKS

Figures 4.3 and [4.4] illustrate the impact of SA-0 and SA-1 faults on the classification ac-
curacy of our proposed MLP and CSNN models respectively. In the case of MLP-MNIST, as
shown in Figure [4.3] the baseline accuracy without any faults is 95.10%. When faults are in-
troduced at rates of 20%, 30%, and 40%, the model’s accuracy experiences only a slight drop.
This can be attributed in part to the inherent fault resilience found in SNNs. However, when
SA-1 faults are introduced, the accuracy decreases significantly with an increasing fault rate.
Conversely, for SA-0 faults, the accuracy drop is not as pronounced compared to the baseline

accuracy.
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Figure 4.3: The impact of SA faults on accuracy in MLP for MNIST dataset.
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Figure 4.4: The impact of SA faults on accuracy in CSNN for NMNIST dataset.
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On the other hand, for the CSNN-NMNIST as shown in Figure 4.4] the baseline accuracy with
no faults is 82.03%. Howeyver, the introduction of an SA-0 fault results in a different behavior
compared to MLP-MNIST. In this case, SA-0 faults have a critical impact while SA-1 faults
exhibit behavior similar to SA-0 faults in MLP-MNIST. When the fault rate reaches 40%, the
accuracy of CSNN-NMNIST drops to less than 30%. Therefore, it becomes imperative to target

and select the faulty neurons to recover the classification accuracy of CSNN-NMNIST.

444 STUCK-AT PRUNING (SAP) ALGORITHM

Our experimental results aimed at recovering SNN using the SAP method in the presence
of stuck-at faults are presented in Figures and The original model’s accuracy when no
faults are introduced is 95.31%. However, when SA-1 faults are introduced at rates of 20%,
30%, and 40%, as shown in Figure 4.5 the accuracy experiences reductions to 92.19% (with
20% and 30% faults) and 84% respectively. Similarly, for SA-0 faults, the SNN accuracy drops
to 90.7%, 93.75%, and 92.19% as described in Figure d.6| By applying the SAP technique
and removing 80% of the faulty neurons, As shown in Figure 4.5 the accuracy of the SNN
recovers to 93.75% for all three fault rates. This demonstrates that by selectively targeting and
eliminating the faulty neurons, it is possible to recover the accuracy loss caused by SA faults up
to 1.56% (with 20% and 30% faults) and 9.75% (with 40% fault) when using an 80% lopping

rate. In comparison to the pre-fault state, all three fault rates show a 1.56% loss in accuracy.

A similar trend is observed for the SA-O fault, as shown in Figure 4.6 The SNN accu-
racy decreases to 90.8%, 93.75%, and 92.19% at 20%, 30%, and 40% fault rates respectively.
Utilizing the SAP method and removing 80% of the faulty neurons, the accuracy recovers to
93.75% (for 20% fault) and remains at 93.75% (for 30% fault) and 92.19% (for 40% fault).
This reveals that by specifically targeting and removing the faulty neurons, the accuracy loss
due to SA faults can be recuperated by up to 2.95% (with 20% fault) and 1.56% (with 40%
fault) with an 80% lopping rate. In comparison to the pre-fault state, the accuracy loss for the
SNN with 20% and 30% faults is 1.56% while it increases to 3.12% when the fault rate is 40%.

Therefore, the SAP method adeptly restores the performance of an SNN application affected
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Figure 4.5: Effect of the SAP method on the accuracy of MLP-MNIST with stuck-at-1 fault.
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Figure 4.6: Effect of the SAP method on the accuracy of MLP-MNIST with stuck-at-0 fault.
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Figure 4.7: Performance comparison of SAP (with 10% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for MLP-MNIST.

by SA faults even in instances involving higher fault rates.

445 TARGET AND SELECTION METHOD
MLP-MNIST

Figures[.7]- . 12] provide a comparative analysis of fault recovery methods (SAP and TSM)
for an SA fault in the MLP-MNIST model. The baseline accuracy for the fault-free MLP-
MNIST (0% fault rate) stands at 95.10%. When an SA-1 fault is introduced at a 40% fault rate,
as shown in Figures[4.7]- .9] the model’s classification accuracy drops to 84%. Employing the
SAP method for fault recovery, with the removal of 10% of faulty neurons (SAPj¢) as illustrated
in Figure the classification accuracy is restored to 93% at the 40% fault rate. Furthermore,
even with 50% and 80% of faulty neurons removed (SAPs5y and SAPy() as shown in Figures [4.§]
and[4.9] the classification accuracy remains stable at 93% resulting in a loss of only 2.10%. In
contrast, utilizing TSM enhances classification accuracy recovery to 95% regardless of the fault
rate. This represents a marginal 0.10% accuracy loss when compared to the baseline accuracy.

Similarly, in the case of the SA-0 fault in the MLP-MNIST model, the classification ac-
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Figure 4.8: Performance comparison of SAP (with 50% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for MLP-MNIST.
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Figure 4.9: Performance comparison of SAP (with 80% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for MLP-MNIST.
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Figure 4.10: Performance comparison of SAP (with 10% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for MLP-MNIST.
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Figure 4.11: Performance comparison of SAP (with 50% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for MLP-MNIST.
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Figure 4.12: Performance comparison of SAP (with 80% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for MLP-MNIST.

curacy drops from 95.10% to 92% at a 40% fault rate. Leveraging the SAP method for fault
recovery, with the removal of 10% (SAPjg) and 50% (SAPsg) of faulty neurons as shown in
Figures .10 and .11}, the accuracy is restored to 93% at the 40% fault rate. However, when
80% of faulty neurons are removed (SAPgo) as shown in Figure [d.12] the accuracy regresses and
stabilizes at 92% under the same 40% fault rate. This results in no net increase in classification
accuracy recovery. In contrast, employing TSM leads to an improvement in accuracy to 95%,

albeit with a marginal 0.10% accuracy loss compared to the baseline accuracy.
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CSNN-NMNIST

Figures [4.13] - @.18] provide a comparison of the fault recovery performance between the
SAP and TSM methods on an SA fault CSNN-NMNIST model. The CSNN-NMNIST model
initially exhibits a baseline accuracy of 82.03%. In the case of SA-1 fault as shown in Fig-
ures 4. 13}}4.T5] the classification accuracy slightly drops to 79% when subjected to a 40% fault
rate. Employing the SAP method for fault recovery specifically by removing 10% of faulty
neurons (SAPjo), as shown in Figure f.13| results in an identical accuracy to the one observed
under SA-1 fault condition. Furthermore, even with the removal of 50% and 80% of faulty
neurons (SAPs and SAPy) as shown in Figures 4.14] and 4.15] the classification accuracy still
remains 79%. More so, when using TSM for recovery, the accuracy is 79.10% on average irre-
spective of the fault rate. In this scenario, both the SAP and TSM methods perform comparably

with each demonstrating a 3.03% accuracy loss compared to the baseline accuracy.
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Figure 4.13: Performance comparison of SAP (with 10% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for CSNN-NMNIST.

Similarly, for SA-0 fault within the CSNN-NMNIST model, the SA fault model exhibits a

classification accuracy of 26% at a 40% fault rate. Applying the SAP method for fault recovery
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Figure 4.14: Performance comparison of SAP (with 50% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for CSNN-NMNIST.
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Figure 4.15: Performance comparison of SAP (with 80% faulty neurons removed) and TSM
fault recovery methods on a SA-1 fault for CSNN-NMNIST.
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Figure 4.16: Performance comparison of SAP (with 10% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for CSNN-NMNIST.
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Figure 4.17: Performance comparison of SAP (with 50% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for CSNN-NMNIST.
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Figure 4.18: Performance comparison of SAP (with 80% faulty neurons removed) and TSM
fault recovery methods on a SA-0 fault for CSNN-NMNIST.

and removing 10% (SAPp), 50% (SAPsy), and 80% (SAPgp) of faulty neurons as shown in
Figures [4.16|4.17, and4.18] leads to accuracy recoveries of 58%, 68%, and 71% respectively

at a 40% fault rate. This trend highlights that the SAP method’s effectiveness in restoring
accuracy improves as more faulty neurons are removed. Nevertheless, it’s important to note
that even with the improved accuracy using SAP, these results still represent accuracy losses of
23%, 14%, and 11% when compared to the baseline accuracy. In contrast, the TSM method
achieves an accuracy recovery of 80% on average across different fault rates. This demonstrates

a notably lower accuracy loss of 2.31% in comparison to the baseline accuracy.
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4.5 CHAPTER SUMMARY

In this chapter, we discussed fault recovery in neural networks. Furthermore, we explore the
impact of faults on neural network applications specifically SNNs. Following an understanding
of these impacts, we present algorithms for fault recovery in neural computations needed in
neuromorphic systems. Ultimately, these algorithms contribute to the advancement of depend-
able results by recovering accuracy after hardware faults occur in neural computations. We
assumed 40% as the highest fault fault rate in our experiments because the maximum permis-
sible fault rate in even in a system-on-chip (SoC) or any device is contingent upon the specific
application and the criticality of the system. In safety-critical domains like aerospace, medical
devices, or automotive applications, stringent standards demand exceptionally low fault rates
to safeguard users and ensure optimal system performance. Conversely, in applications where
safety concerns are less critical, the acceptable fault rate may be higher. However, even in these
scenarios, the tolerable fault rate remains subject to the specific requirements and expectations
of users. In essence, the fault rate considerations are tailored to align with the criticality of
the system and the potential consequences of failures. The next chapter will present a fault-
tolerant mapping architecture and algorithm of neuromorphic applications to 3D-NoC-based

neuromorphic systems.
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FAULT-TOLERANT MAPPING ALGORITHM
OF SNNS TO NEUROMORPHIC SYSTEMS

T remains a challenge with non-trivial solutions to map SNN applications onto neuromor-
Iphic hardware. The mapping technique used can have a significant impact on the system’s
overall performance. However, this task is increasingly challenging once the neural circuits
of neuromorphic systems suffer from potential faults, including high-rate faults that can dis-
rupt the process and compromise neural computation reliability. In this chapter, we introduce
a fault-tolerant mapping algorithm and architecture, extending our earlier work on migration-
based mapping for recovery to tackle this challenge. We aim to not only improve mapping

reliability and robustness but also ensure its efficacy in the face of high-rate faults. Through
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these advancements, our objective is to make meaningful contributions to the development of

dependable and resilient neuromorphic computing systems.

5.1 FAULT-TOLERANT MAPPING OVERVIEW

Mapping synapses and neurons onto the hardware’s cores and circuits is essential for en-
abling applications to run on neuromorphic hardware. Over the past two decades, numerous
studies have introduced mainly performance-driven mapping techniques aiming to translate the
brain’s operational principles into digital hardware [91]. These techniques primarily focus on
minimizing energy consumption and reducing latency [91]]. The authors in [5] and [22] propose
layer-to-layer mapping to capitalize on the routing algorithm and the 3D mesh topology of the
hardware. However, as neurons can fail independently and at any time, the increase in system
size raises the probability of more faults in the system, which may impact the performance of
the application. To tackle this challenge, our work in [19] introduced migration methods that
integrate spare neurons into each cluster of a neuromorphic system using techniques like max-
flow min-cut flow, and genetic algorithms. This approach is proposed with considerations from
two distinct perspectives. From the first perspective, the approach aims to replicate the redun-
dant elements present in the neural dynamics of the brain. From the second perspective, the
strategic inclusion of spare neurons within each cluster is geared towards preserving the perfor-
mance of the mapping method with a specific focus on communication costs. By incorporating
spare neurons into the system, our objective is to guarantee the mapping of all required neurons
for executing an application thereby mitigating any potential impact on the application’s per-
formance. This strategy establishes a fault-tolerant framework during neuron mapping. While
this approach offers several advantages, it does not remap when the number of faulty neurons
surpasses the number of spare neurons. Possible solutions include retraining the system with
fewer neurons or migrating the entire system to another chip or hardware [92]. These solutions
would be effective although they have limitations. Re-training in a hardware-based system can
be a time-consuming process, especially for larger applications. Additionally, the cost of mi-
grating to a new chip is often high and may require multiple reconfigurations.

In light of the drawbacks associated with the approaches proposed by the authors in [92]] and
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5.2. MIGRATION-BASED MAPPING

the limitations of alternative methods, we investigated the possibility of selectively dropping
specific neurons during the mapping process. Our methodology involves integrating a ranking
and selection (RSM) mechanism, strategically designed to identify and exclude neurons based
on their contribution levels. Improving our migration-based mapping strategy, we introduced a
novel Ranking and Selection Mechanism (RSM). This mechanism selectively identifies faulty
neurons based on their contribution levels whether across the entire system or within a specific
neural circuit. In the upcoming subsections, we will provide detailed insights into how the
RSM mechanism contributes to the refinement of the overall mapping approach as part of our

migration-based mapping.

5.2 MIGRATION-BASED MAPPING

A 3D NoC-based neuromorphic system is employed to implement the migration-based
mapping approach we proposed in [[6] and [19]. In contrast to conventional mapping meth-
ods which rely on clustering and partitioning, the migration-based approach also known as the
MigSpike approach enables the transfer of tasks from faulty neurons to spare ones within the
system. When dealing with faulty neurons, the initial focus is on repairing neurons within a
cluster at the node level. If the available spare neurons within a cluster are insufficient for these
repairs, the tasks of the faulty neurons are then migrated to other spare neurons across the en-
tire system at the system level. Figure illustrates the operational principle of the MigSpike
method in a system denoted as S having three layers each composed of nine nodes. Within each
of these nodes, there are E = 256 neurons along with spare neurons. In this mapping example,
there are 5 spare neurons allocated per node providing each node with the capacity to correct
up to 5 faulty neurons. Additionally, certain nodes do not possess any faulty neurons making
their spare neurons accessible for system repairs. As shown in Figure [5.Th, both layers L,
and L3 have 10 faulty neurons each but only 5 of them are corrected within their respective
nodes due to the limited availability of spare neurons. Consequently, the tasks associated with
the remaining 5 faulty neurons are migrated to the neighboring node, L5, which has available

spare neurons. This mapping is performed using the genetic algorithm (GA) remapping method
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Figure 5.1: An illustration of migration-based mapping on a 3 x 3 x 3 NoC-based neuromorphic
system.

introduced in [6]. As for layer L, 5 faulty neurons are successfully corrected within the node
while 10 remains faulty. In this case, Li4 has 4 spare neurons following node-level repairs
and would receive 4 faulty neurons from L;, while 1 faulty neuron is migrated to L7. With
spare neurons in neighboring nodes and throughout the layer exhausted, the remaining 5 uncor-
rected faulty neurons in Ly are subsequently migrated to Lp3. A similar process is applied to
nodes Ljg, Ly, and Ly,. Figure[5.1p illustrates a situation in which a shortage of spare neurons
causes system-level repairs to encounter difficulties after node-level repairs. L,, for instance,
has 135 spare neurons available for repairs, whereas 237 faulty neurons exist. When such sce-
narios arise, it becomes evident that migration-based mapping cannot perform the necessary

remapping.

5.3 MIGRATION-BASED MAPPING WITH THE PROPOSED RANKING AND SELECTION MECH-

ANISM

Our primary concern lies in ensuring neuron mapping is successful even when the number

of faulty neurons (k) exceeds the available spare neurons (R). Building upon the principles
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5.3. MIGRATION-BASED MAPPING WITH THE PROPOSED RANKING AND SELECTION
MECHANISM

of the SAP method introduced earlier, we apply a logical adaptation of the concept involving
the selective exclusion of neurons within the neuromorphic system during the mapping pro-
cess using the migration-based mapping technique. Figure|5.2|demonstrates how our proposed
mechanism operates during fault-tolerant mapping. The nodes L3, L5, L7, L9, L34, and L3z7
can migrate the tasks of 5, 3, 2, 5, and 4 neurons respectively to other nodes within or outside

their clusters by selectively dropping faulty neurons before mapping.

O  Spare neuron @ Faltynewon @ Droppedneuron — @mm-smmmeeea- Node level repair System level repair 4 Migrated neurons

o o1 on

Ry

000 0eo-.000-.

Figure 5.2: An illustration of the migration-based mapping with the proposed RSM on a 3 x
3 x 3 NoC-based neuromorphic system.

In the initial implementation of our migration-based mapping approach presented in [0]
and [19], the repair process is applied uniformly to all neurons irrespective of their contribu-
tions to a process in the system. In scenarios where the number of spare neurons falls short
resulting in an outnumbered situation, the mapping process fails subsequently impacting appli-
cation performance and system reliability. To address this issue and enhance system stability
and reliability, we suggest the removal of the least contributing faulty neurons while retain-
ing the most contributing ones for mapping. Selection procedures are crucial for ensuring the
optimal choice from a given set of candidates is selected [93]]. To address our challenge, we
introduced the proposed RSM which systematically assesses and selects faulty neurons based
on their individual contribution levels. With the RSM mechanism, neurons with the highest
contributions receive top rank while those with lower contributions are ranked lower. Subse-
quently, only the highest-ranked neurons are chosen for the remapping process.

A neuron’s contribution level (C;) is determined by its weight value (W,), as outlined in Equa-
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tion 5.1. With Equation 5.2, we compute the average contribution level for all neurons. Accord-
ing to Equation 5.3, each neuron is categorized as either low-ranked (LR) or high-ranked (HR)
according to its average contribution level (Ac,). For neurons with distinct ranks, we select a
sum of 'k’ and the maximum fault rate (maxs,q. + k) number of HR neurons. 1 —max gz

neurons are selected when all neurons share the same rank.

C, =W, (5.1)
i=p
Ac =Y (C)/p (5.2)
i=0
HR, ItfC > ACZ
Ry = (5.3)

LR IfC <Ag

Here, W, represents a neuron’s total weight value, C; signifies its contribution level, Ry
denotes the neuron’s rank, Ac, represents the average contribution level, and p the total number

of neurons.

5.3.1 SELECTION THROUGHOUT THE SYSTEM ALGORITHM

Using Algorithm 5.3.3, the first approach in the RSM mechanism is to select faulty neu-
rons that contribute significantly across the entire system during a computation process. The
primary objective is to prioritize the removal of the least contributing neurons while selecting
those with the highest presumed contribution for mapping. This approach aims to efficiently
conserve spare neurons for subsequent remapping, ultimately enhancing the effectiveness and
robustness of the mapping process. To illustrate the operation of the RSM mechanism using
Algorithm 5.3.3, we will use Figure [5.3] The figure demonstrates scenarios where in a 3D
NoC-based neuromorphic system, cluster faulty neurons have different ranks or the same rank.
In Figure [5.3p, the system is composed of 9 clusters each containing 256 neurons with 3 re-

served as spares. This results in a total of 2304 neurons (256 x 9) out of which 2213 are actively
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5.3. MIGRATION-BASED MAPPING WITH THE PROPOSED RANKING AND SELECTION
MECHANISM

mapped leaving 27 neurons (3 x 9) as spares. Unfortunately, we observe that 64 neurons have
become faulty. During the ranking phase, a classification based on contribution levels is ap-
plied to these faulty neurons resulting in 43 categorized as HR (High Rank) and 21 as LR (Low
Rank). Despite the presence of spare neurons, their numbers fall short of what is required for
the remapping process. In the subsequent selection phase, let’s assume a fixed max 4. and k of
40%. Initially, 32 HR neurons are selected. However, this number exceeds the available spare
capacity. Consequently, the algorithm initiates a re-ranking and re-selection process among
the previously chosen 32 neurons. Following this process, the number of selected HR neurons
reduces to 26 satisfying the mapping condition (k < R). These 26 HR neurons are distributed
across clusters Cy1, Ci4, Ci5, and C17 which initially node-level repairs was performed. Nev-
ertheless, some selected neurons in Cy4, Ci5, and Cj7 remain unmapped and are subsequently

remapped to clusters Cyo, C13, Cig, Ci3, and Cjg.

S O Spareneuron TR @Lower ranked neuron® HR  Higher ranked neuron@® SR Same ranked neuron

System-level repair ==p  Node-level repair =% Selected

s

0® © 000 000

(b)

Figure 5.3: An illustration of post-remapping in a 3 x 3 x 1 NoC-based neuromorphic system
where each cluster comprises 256 neurons: (a) Post-remapping results following system-wide
selection, (b) Post-remapping results with a cluster-by-cluster selection approach within the
system.
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Algorithm 5.3.3 Ranking and Selection Method (RSM): Throughout the system

1. F, :Faulty neurons
2: k  :Fault rate
3: Maxgrare

4: HR : Higher ranked neurons

5: for faulty neurons F;, in system S do

6: Ranking phase:
7: /I Calculate the contribution level C; (Eqn. 5.2)
8: // Rank (Ry) F, into HR and LR based on C; (Eqn. 5.3)
9: Selection phase:

10: if F,, have different R values then

11: /1 Select HR x (Max ¢rqre + k) neurons

12: else

13: /I Ry of all F, is the same

14: /1 Select F, x (1 —Max fraze)

15: end if

16: end for

17: Return: HR =0
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5.3. MIGRATION-BASED MAPPING WITH THE PROPOSED RANKING AND SELECTION
MECHANISM

WEAK POINT

With Algorithm 5.3.3, faulty neurons are randomly selected throughout the system by the
RSM mechanism. Consequently, some higher-ranked neurons in specific clusters may remain
unselected for repairs because only a percentage of higher-ranked neurons are chosen. The
random selection throughout an entire system can lead to variations in the choice of faulty
neurons potentially excluding those with more significant contributions. While this approach
efficiently selects spare neurons for further remapping, optimizing it is necessary to ensure the
selection of highly contributing faulty neurons across all clusters regardless of their location

within the neuromorphic system.

5.3.2 SELECTION CLUSTER BY CLUSTER ALGORITHM

With the drawback of using the selection approach in Algorithm 5.3.3 apparent, we rec-
ognized the need for a more efficient and robust selection strategy. This realization led us to
introduce the cluster-by-cluster selection approach formalized in Algorithm 5.3.4. One of its
significant advantages is ensuring that at a minimum, clusters containing faulty neurons have at
least one neuron selected for repairs. This selection not only enhances the system’s fault toler-
ance but also ensures a more efficient and balanced selection process especially when dealing
with randomly scattered faulty neurons throughout the system. Additionally, this strategic shift
allows us to prioritize the selection of highly contributing faulty neurons within clusters for
repairs ultimately improving the overall fault tolerance and efficiency of the neuromorphic sys-
tem.

Figure [5.3p illustrates the operation of the RSM mechanism using Algorithm 5.3.4. In this sce-
nario, let’s consider a situation where all neurons are ranked equally during the ranking phase.
During the subsequent selection phase, the algorithm ensures that at least one faulty HR neuron
is selected from each cluster in the system that contains faulty neurons. Following the selection
process, clusters containing selected faulty HR neurons perform node-level repairs. However,
clusters Cy3, Cy5, and Cj9 encounter a shortage of resources to repair all the selected neurons.
Consequently, the remaining selected and unmapped neurons within clusters Cy3, C;s, and Cig

undergo remapping to neighboring clusters C¢ and C;g for system-level repair.
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Algorithm 5.3.4 Ranking and Selection (RSM): Cluster by cluster

F, : Faulty neurons
k  : Fault rate
3: Maxgrae
HR : Higher ranked neurons
for cluster C=1,2,...,N in system S do
6: Ranking phase:
if F,, > 1 then
/I Group all faulty neurons F,
9: /I Get their contribution levels C; (Eqn.5.2)
/I Rank (Ry) all F,, (Eqn.5.3) into HR and LR
Selection phase:
12: if F;, have different R;(s) then
/1 Select HR x (Max frqre + k)

else
15: if R; of all F;, is the same then
/1 Select Fy, x (1 —Max frqe)
end if
18: end if
end if
if F,, = 1 then
21: // Select F,
Return:F;,
end if
24: end for
Return:HR
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5.6. EVALUATION

5.6 EVALUATION

In this section, we present the results of two distinct experiments each designed to assess
the efficacy of the fault-tolerant mapping strategy within 3D NoC-based neuromorphic systems
of different sizes. Initially, we conducted fault-tolerant mapping without the application of the
RSM. Subsequently, we repeated the mapping procedure, this time incorporating the RSM.
Additionally, we conducted a comprehensive Monte Carlo reliability analysis to evaluate the

efficiency and effectiveness of the proposed RSM.

5.7 EVALUATION METHODOLOGY

For the initial experiment, we utilized an SNN application with the configuration specified
in Table to assess fault-tolerant mapping. This experiment comprised two distinct phases:
first, we performed mapping using the GA-based migration method from [6] and [[19] without
integrating the RSM. Subsequently, we repeated the mapping process, this time incorporating
the RSM mechanism. We evaluated these mappings across 3D NoC-based neuromorphic sys-
tem configurations ranging from 4 x 4 x 4 to 6 x 6 x 6, featuring 64 and 256 neurons per cluster
while maintaining a fault rate of kK > 20% as outlined in Table Our main objective was to
assess the impact of integrating the RSM on mapping efficiency, particularly when there are in-
sufficient spare neurons. The configuration details for the evaluation are provided in Table
The total number of neurons 7 is computed using Equation 5.4 for W system network sizes
with N neurons per cluster, and / represents the utilized neurons calculated with Equation 5.5.
Additionally, for the experiments, we set the maximum fault rate at 20% (for k£ < R) and 40%
(for k > R).

T=NxW (5.4)

I=TxU (5.5)

By comparing the results of mapping with and without the RSM mechanism, we aimed to il-

lustrate any behavioral differences and the advantages of utilizing the RSM in the mapping
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process. To evaluate the RSM’s effectiveness in terms of robustness, we conducted a compre-

hensive reliability analysis assessment.

Table 5.1: Configuration for the evaluation.

Parameter Value
Neurons per node (N) 64 and 256
Nodes (W) 4x4x4,5x5x5and6x6x6
Spare neurons (R) (%) 20
Fault rates (k)(%) 5, 15, 20, 25, 30, 35, and 40
Max. fault rate (%) 40
Utilization rate (U) (%) 60
SNN layers 4
SNN 784:0.4*(N x W):0.4*(N x W):10
Realizations 100
Duration (Monte Carlo) (yrs) 5

*For mapping, the configuration 784:0.4*(N x W ):0.4*(N x W ):10 is used for mapping on
different 3D NoC-based neuromorphic system sizes. For example an SNN configuration for
N=64 and W=5 x5 x5 is 784:3200:3200: 10.

5.8 EVALUATION RESULTS

5.8.1 MAPPING WITHOUT RSM

We assessed the mapping efficiency of the fault-tolerant mapping method for the SNN
application using the configuration specified in Table [6.1] across various sizes of 3D NoC-
based neuromorphic systems: 4 x4 x 4,5 x5 x5, and 6 x 6 x 6, each with 64 and 256 neurons
per node. This assessment was specifically carried out for k exceeding R. As illustrated from
Figure|5.4|- when we set R at 20% and kept k below or equal to 20%, we observed that the
number of unmapped neurons remained consistently at zero. However, when k exceeded 20%,
the mapping method encountered challenges across all three network sizes. In these cases,
the method failed to successfully remap neurons, and the available pool of spare neurons was

depleted settling at zero.
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Figure 5.4: Output mapping behavior without the proposed RSM at various fault rates for a
4 x 4 x 4 NoC-based neuromorphic system with 256 neurons per cluster.
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Figure 5.5: Output mapping behavior without the proposed RSM at various fault rates for a
5 x5 x5 NoC-based neuromorphic system with 256 neurons per cluster.
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Figure 5.6: Output mapping behavior without the proposed RSM at various fault rates for a
6 x 6 x 6 NoC-based neuromorphic system with 256 neurons per cluster.
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Figure 5.7: Output mapping behavior without the proposed RSM at various fault rates for a
4 x 4 x 4 NoC-based neuromorphic system with 64 neurons per cluster.
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Figure 5.8: Output mapping behavior without the proposed RSM at various fault rates for a
5 x5 x 5 NoC-based neuromorphic system with 64 neurons per cluster.
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Figure 5.9: Output mapping behavior without the proposed RSM at various fault rates for a
6 x 6 x 6 NoC-based neuromorphic system with 64 neurons per cluster.
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5.8.2 MAPPING WITH RSM
MAPPING EFFICIENCY

In this assessment, we specifically addressed the scenario where k surpasses R. Figures[5.10]
to [5.21] show the mapping efficiency evaluation for neuromorphic systems with 256 and 64
neurons per cluster, respectively. As observed in Figures [5.10]to[5.15] when the neuromorphic
system size includes 256 neurons per cluster, there are no remaining unmapped faulty neurons,
regardless of variations in their ranks due to contribution levels. This noteworthy accomplish-
ment is attributed to the RSM’s capability to prioritize a significant number of higher-ranked
neurons for remapping. A similar trend is seen in Figures [5.16] to [5.21] where various neuro-

morphic system sizes with 64 neurons per cluster exhibit comparable results.
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Figure 5.10: Output mapping behavior with the proposed RSM at various fault rates for a 4 x
4 x 4 NoC-based neuromorphic system with 256 neurons per cluster(Fy with ranks different).
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Figure 5.11: Output mapping behavior with the proposed RSM at various fault rates for a 5 x
5 x 5 NoC-based neuromorphic system with 256 neurons per cluster(Fy with ranks different).
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Figure 5.12: Output mapping behavior with the proposed RSM at various fault rates for a 6 x
6 x 6 NoC-based neuromorphic system with 256 neurons per cluster(Fy with ranks different).
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Figure 5.13: Output mapping behavior with the proposed RSM at various fault rates for a
4 x 4 x 4 NoC-based neuromorphic system with 256 neurons per cluster(Fy with ranks the
same).
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Figure 5.14: Output mapping behavior with the proposed RSM at various fault rates for a
5 x5 x5 NoC-based neuromorphic system with 256 neurons per cluster(fy with ranks the
same).
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Figure 5.15: Output mapping behavior with the proposed RSM at various fault rates for a
6 X 6 x 6 NoC-based neuromorphic system with 256 neurons per cluster(Fy with ranks the
same).
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Figure 5.16: Output mapping behavior with the proposed RSM at various fault rates for a
4 x4 x 4 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks different).
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Figure 5.17: Output mapping behavior with the proposed RSM at various fault rates for a
5 % 5 x 5 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks different).

—+—Unmapped -=Faulty Spare after repairs dropped__neuron

6000
5000
4000

3000

NO. NEURONS

2000 N

O =t <2 2 M e e e o
O 20 a4 0

FAULT RATE (%)

Figure 5.18: Output mapping behavior with the proposed RSM at various fault rates for a
6 % 6 x 6 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks different).
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Figure 5.19: Output mapping behavior with the proposed RSM at various fault rates for a
4 x 4 x4 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks the same).
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Figure 5.20: Output mapping behavior with the proposed RSM at various fault rates for a
5 x5 x5 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks the same).
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Figure 5.21: Output mapping behavior with the proposed RSM at various fault rates for a
6 x 6 x 6 NoC-based neuromorphic system with 64 neurons per cluster(Fy with ranks the same).

TIME COMPLEXITY

Table [6.3] presents the results of our evaluation regarding the execution time of the RSM
across different 3D network sizes. The RSM offers two distinct approaches for ranking and
selecting neurons: one that operates throughout the entire system and another that operates
on a cluster-by-cluster basis. In the case of ranking and selecting neurons throughout the en-
tire system, the method demonstrates linear time complexity denoted as O(n). This efficiency
arises from the algorithm’s singular loop which scales linearly with the input size. A notable
advantage of this strategy is its concurrent ranking and selection of all faulty neurons contribut-
ing to its high efficiency. Conversely, the cluster-by-cluster selection introduces a complexity
of O(nlogn). This complexity emerges from the algorithm’s iteration over the cluster size.
Consequently, this method may exhibit reduced scalability when applied to very large NoC

configurations leading to potential execution time challenges.
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Table 5.2: Execution time of RSM for faulty neuron selection in 3D NoCs.

NoC size RSM selection type
Throughout the system | Cluster by cluster
4x4x4 21.34 ms 11.16 ms/cluster
Sx5x%x5 40.03 ms 21.41 ms/cluster
6x6x6 67.81 ms 34.07 ms/cluster
* The execution time only takes into account the CT for
R&S of faulty neurons.

* CT: Computation time, R&S: Ranking and selection.
* System configuration: N=256, k=40%.

RELIABILITY ANALYSIS

Reliability analysis is a critical process in assessing a system’s capability to fulfill its desig-
nated function under specific conditions throughout a defined duration. This systematic evalu-
ation aims to enhance the quality of products, processes, and systems by thoroughly examining
key aspects of system performance, including reliability, availability, maintainability, and time
to failure. Effectively conducting this analysis often involves making certain assumptions to
accurately model an ideal system. These assumptions play a crucial role in establishing a theo-
retical framework that represents an idealized version of the system. Such a framework serves
as a benchmark for evaluating the actual system’s performance, facilitating the identification of
areas for improvement. In the specific context of evaluating the reliability of the RSM (Relia-
bility, Operational Availability, and Time to Failure) mechanism, two distinct assumptions are

considered:

* Assumption 1: Neurons can fail independently.

This assumption is represented using conditional probability. Let P(F;) be the probability
of neuron i failing, and P(F; N F;) be the probability of both neurons i and j failing
simultaneously. The assumption implies that P(F; N F;) = P(F;) - P(F;) for all i # j.

* Assumption 2: The failure rate of higher-ranked neuron selection varies depending on

the fault rate in the system.

Let R; be the failure rate of higher-ranked neuron selection per year when neuron i has
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failed. This implies a conditional probability P(R;|F;) that depends on the failure of

neuron i.

Since our assumptions were based on a probabilistic approach, a probabilistic approach
using Monte Carlo reliability simulations supported by the Goldsim simulator [94] [95] [96]
is employed. The Monte Carlo method involves running multiple simulations with random
inputs to estimate probabilities. In this context, let N be the number of times the model runs
(realizations). The reliability of the system can be estimated as the fraction of successful runs.

Mathematically, the reliability R is expressed as:

B Number of successful runs
N N

(5.6)

Tunable parameters include the number of times the model runs (N) and the simulation duration
(T) are adjustable, providing flexibility for different experiments while the reliability R is a
function of both N and 7. To run the Monte Carlo simulation in the Goldsim simulator, our
primary parameter is the failure rate when selecting higher-ranked neurons. The failure rate A

over time ¢ can be expressed in Equation 5.7.

A= — i
Ixt .7)
SHR = HR x (k+Max trqre) (5.8)
ki =HR—SHR (5.9)

ki represents the new count of faulty neurons calculated using Equation 5.9 and I represents
the number of neurons utilized by a given application computed using Equation 5.5. Max ¢,4.
is defined as the maximum fault rate outlined earlier in Table[6.1) HR is defined as the number
of higher-ranked neurons, and SHR is defined as the number of selected higher-ranked neurons
computed from Equation 5.8. These equations collectively facilitate a comprehensive analysis
of the RSM’s performance in the context of neuron selection.

Figures[5.22]to[5.24]offer a comprehensive overview of the reliability of the RSM under various

scenarios with a 40% fault rate. Notably, in the case of a 4 x 4 x 4 NoC-based neuromorphic
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system as shown in Figure [5.22] during the fault-tolerant mapping of SNN applications, the
RSM mechanism demonstrates an average reliability of 77% over 100 realizations throughout
the simulation period. With an upscale to larger system sizes such as the 6 x 6 X 6 configuration
illustrated in Figure[5.24] the average reliability experiences a slight decrease to 43%. The oper-
ational availability of the RSM stands as a vital metric, representing the probability of the RSM
performing its designated function at any given moment. Figures [5.25] to illustrate the
operational availability of the RSM mechanism during the mapping of SNN applications using
the fault-tolerant mapping method with 40% of neurons in a neuromorphic system gone faulty.
In the case of a 4 x 4 x 4 NoC-based neuromorphic system, as shown in Figure [5.25] the RSM
maintains an average operational availability of 88.2% throughout the simulation, considering
100 realizations. However, for the larger 6 x 6 x 6 NoC-based neuromorphic system shown
in Figure the operational availability experiences a reduction to 67.8%. For time-related
metrics, we consider the TTF and the MTTF of RSM. TTF represents the duration between the
initiation of RSM and its eventual failure, while MTTF signifies the average TTF of RSM. In
Figure [5.28] the 4 x 4 x 4 NoC-based neuromorphic system demonstrates an impressive TTF
of 75.46 years. Additionally, Figure [5.29 reveals that the MTTF for the same system config-
uration is 16.8 years. This prolonged operational period is attributed to the selective repair of
a limited number of higher-ranked neurons. However, in the case of a 6 x 6 x 6 NoC-based
neuromorphic system, as observed after 100 realizations, both TTF and MTTF exhibit a slight
reduction. These time-related metrics collectively offer valuable insights into the reliability and
operational characteristics of the RSM, providing a nuanced understanding of its performance

across varying conditions and 3D NoC-based neuromorphic system sizes.
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Figure 5.22: Reliability Plot of RSM for a 4 x 4 x 4 NoC-based neuromorphic system through-
out the simulation duration.

=+lower confidencebound  <-Average  <+~Upper confidence bound

O
T

=
N

RE%IABILITY
0

Q
W

1 3 5

TIME (YEARS)

Figure 5.23: Reliability Plot of RSM for a 5 x 5 x 5 NoC-based neuromorphic system through-
out the simulation duration.
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Figure 5.24: Reliability Plot of RSM for a 6 x 6 x 6 NoC-based neuromorphic system through-
out the simulation duration.
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Figure 5.25: Operational availability plot of RSM for a 4 x 4 x 4 NoC-based neuromorphic
system throughout the simulation duration.
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Figure 5.26: Operational availability plot of RSM for a 5 x 5 x 5 NoC-based neuromorphic
system throughout the simulation duration.
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Figure 5.27: Operational availability plot of RSM for a 6 x 6 x 6 NoC-based neuromorphic
system throughout the simulation duration.
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Figure 5.28: Distribution plot of TTF across three different 3D NoC-based neuromorphic sys-
tem.
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Figure 5.29: Distribution plot of MTTF across three different 3D NoC-based neuromorphic
system sizes.
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5.9 CHAPTER SUMMARY

In this chapter, we introduced a fault-tolerant mapping architecture and algorithm integrated
with a novel ranking and selection mechanism. The objective of this integration is to ensure
continuous mapping even in the presence of high-level faults while minimizing associated cost
implications. We conducted a comprehensive evaluation of the fault-tolerant mapping method
both before and after its integration with the novel selection mechanism and assessed its effi-
ciency. It is important to acknowledge that the fault-tolerant method relies on added redundan-
cies for recovery presenting certain challenges and drawbacks. The next chapter will present
a novel neuromorphic applications mapping approach featuring a novel fault-tolerant mecha-
nism, specifically designed to address challenges associated with the utilization of redundancy

as a fault-tolerant mechanism.
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ROBUST MAPPING TO NEUROMORPHIC
SYSTEMS

He mapping of SNN applications onto neuromorphic systems poses a complex challenge,
Tparticularly when attempting to strike a balance between system efficiency and reliabil-
ity. In our previous efforts to address reliability concerns within neuromorphic systems, we
proposed a fault-tolerant mapping approach centered on redundancy implementation and in-
tegrated a ranking and selection mechanism. The primary objective was to attain thorough
system recovery to overcome the challenge of performance degradation and diminished sys-
tem reliability particularly in the presence of high-level faults all while carefully managing
cost considerations. However, limitations became evident using redundant elements as fault-
tolerant mechanisms including significant resource costs and the potential depletion of those
(redundant) resources over time. Moreover, alternative fault-tolerant mechanisms such as dy-
namic resource reconfiguration and periodic redundancy introduction proved to be impractical.
This chapter introduces a mapping approach with a novel fault-tolerance mechanism, inspired
by the theory of neural reuse. The objective is to address the constraints and drawbacks as-

sociated with the utilization of additional redundancies, as well as those related to alternative

87



fault-tolerant mechanisms discussed earlier. By repurposing existing neurons within the sys-
tem, we demonstrate the adaptability of this brain-inspired approach by effectively reutilizing
neurons in specific regions, mitigating errors stemming from faulty neurons. The novel map-
ping approach provides scalability advantages allowing the scaling of the size of a NoC-based
neuromorphic system without necessitating a corresponding increase in fault-tolerant neurons.
By removing the constraints of finite fault-tolerant resources, our mapping approach paves the
way for a more sustainable, cost-effective, and efficient method of application mapping within

the realm of neuromorphic computing.

6.1 THE PROPOSED MAPPING METHOD (R-MAS3N)

The authors in [97] have illustrated the concept of re-purposing existing components to en-
hance performance. They introduced a novel approach for reusing convolution layers without
introducing new ones. While their primary objective was performance enhancement, our focus
lies in improving system reliability through fault tolerance. In our proposed methodology, the
mapping process initiates with the initial mapping of neurons from an SNN model to clusters
within a 3D NoC-based neuromorphic system. Once this mapping process is completed, a sub-
set of neurons in the 3D NoC-based neuromorphic system is intentionally designated as faulty
to simulate faults in the system. To achieve fault tolerance and improve system reliability, our
new mapping approach known as R-MaS3N employs a two-step process. Initially, unmapped
layer neurons are categorized into two partitions based on their spiking patterns: the most active
and the least active. In the subsequent step, neurons within the 3D NoC-based neuromorphic
system are organized into high and less-active regions. Within the less active region, neurons
are further sorted based on their spiking activities. The partitioning process ensures that only
neurons in the less active region of the 3D NoC-based neuromorphic system are employed for
mapping to achieve fault tolerance and enhance reliability. In R-MaS3N, high-activity neurons
are constrained from being mapped to high-spiking neurons to avoid the potential overloading
of high-spiking neurons ensuring a balanced and efficient distribution of neural activity. One

key aspect of the R-MaS3N lies in its efficient reuse of existing neurons which significantly
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6.1. THE PROPOSED MAPPING METHOD (R-MAS3N)

reduces resource wastage. The following subsections will provide a comprehensive descrip-
tion of both the initial mapping and fault-tolerant mapping steps of R-MaS3N. Subsequently,
a detailed design explanation of two critical procedures in the remapping phase of R-MaS3N
will be presented. It is essential to note that the terms "clustering" and "partitioning" are used

interchangeably in this context.

6.1.1 INITIAL MAPPING TO NEURON CLUSTERS

In the initial mapping of neurons to clusters, R-MaS3N follows a systematic layer-to-layer
process, as outlined in our previous work [5]. This mapping procedure entails the sequential
allocation of application neurons to clusters within each layer of the 3D NoC-based neuromor-
phic system. Starting with an initial cluster, application neurons are mapped progressively until
all neurons within that cluster are efficiently utilized. The process then seamlessly transitions
to the next cluster within the same layer iterating until all clusters containing available neurons
in the specific layer have been successfully mapped with application neurons. This structured
methodology enables the mapping of the neural network application illustrated in Figure 6.1,
onto the 3D NoC-based neuromorphic system presented in Figure [0.Ib. The detailed illustra-
tion of the mapping sequence is depicted in Figure [6.2]

From Figure [6.1p, each cluster in the 3D NoC-based neuromorphic system contains four
neurons. In NL; of the 3D NoC-based neuromorphic system, there are a total of 36 neurons
distributed with 1, 3, 2, 4, 3, and 3 faulty neurons in clusters Cy, Cy2, C13, Cia, Cy5, and
C16, respectively. Similarly, L; of the neural network application comprises 36 neurons. After
the initial mapping, 16 application neurons remain unmapped. The lack of availability of all
required application neurons on the hardware may result in reduced reliability or even the

inability to perform desired tasks due to degraded or incomplete functionality.

6.1.2 ROBUST MAPPING TO NEURON CLUSTERS

Figure[6.3]illustrates how R-MAS3N tackles the challenge presented in Figure6.I|that leads

to degraded system performance and reduced system reliability using the novel fault-tolerant
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Figure 6.1: An illustration of the initial SNN mapping process on a 3 x 3 x 3 NoC-based neuromorphic system: (a) Represents the
neural network application, while (b) showcases the neural network application mapped onto the neuro cores of the 3D NoC-based
neuromorphic system. Our mapping method, as introduced in [5], is employed for this mapping. It’s noteworthy that certain clusters,
specifically Cy1, Ci2, Ci4, C15, and Ci¢ within NL;, contain faulty neurons. Consequently, the mapped neurons in these clusters are
fewer than the expected maximum capacity.
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6.1. THE PROPOSED MAPPING METHOD (R-MAS3N)
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Figure 6.2: Descriptive overview of the mapping sequence executed on the 3D NoC-based
neuromorphic hardware, as detailed in Figure[6.1] The process involves mapping neurons from
each layer of the network application to their corresponding layers within the neuromorphic
system.

mechanism. Building upon the initial mapping shown in Figurg6.Ib, there are a total of 16
unmapped neurons from L; of the neural network application. Based on their spiking behavior,
these neurons are categorized into two partitions: the most active and the least active. Subse-
quently, as detailed in Figurg6.3p, 10 neurons are assigned to the most active partition, while 6
neurons are allocated to the least active partition.

In the subsequent step, all the neurons already mapped in NL; of the 3D NoC-based neuromor-
phic system are divided into high and less-active regions. As shown in Figure [6.3k, clusters
Cis, Ci3, and Cyg are classified within the less-active region. Within these clusters, neurons are
further sorted into underutilized and highly utilized ones through rank sorting. Following the
sorting process, C1g and C1g have 2 and 3 underutilized neurons respectively while clusters C;s,
C13, and Cjg contain 1, 2, and 1 highly utilized neurons respectively. Given that our primary
objective is to achieve fault tolerance, R-MAS3N first allocates 10 neurons from the most ac-
tive partition to underutilized neurons within clusters Cig and C9. Similarly, 6 neurons from

the least active partition are mapped to the highly utilized neurons in clusters Cy5, C1g, and Cyg.

91



Least active partition Most active partition Less active region ® Underutilized neuron less active region
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Figure 6.3: An illustrative representation of the proposed solution within a 3 x 3 x 1 NoC-based neuromorphic system, addressing the
mapping challenge detailed in Figure [6.1] The sequence unfolds as follows: (a) Depicts the unmapped neurons originating from L;
of the neural network application after the initial mapping. (b) Illustrates the partitioning of these unmapped neurons into two distinct
groups: the most active and least active partitions. (c) Demonstrates the subsequent remapping process where partitioned, unmapped
neurons from both the most active and least active partitions are reassigned to neurons located within the less-active regions of the
respective layer in the 3D NoC-based neuromorphic system. (d) Offers a visual representation of the sequential steps involved in the
remapping process within NL.
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6.1. THE PROPOSED MAPPING METHOD (R-MAS3N)

SNN LAYER PARTITIONING (SLP) ALGORITHM

The fault-tolerant process in the R-MaS3N commences the remapping process following
the initial mapping which leaves certain application neurons unmapped due to faults in the 3D
NoC-based neuromorphic system. The initial step in the remapping process involves the parti-
tioning of the application model neurons into two distinct groups based on their firing patterns.
This process is formalized in Algorithm 6.1.5. To determine these partitions, we utilize metrics
such as spike counts (S.) and consecutive spike frequency (F;).

For the partitioning process, we calculate the average spike count (Avgs,) and the average fre-
quency of consecutive spike counts (Avg . ) across all neurons within the system as defined by
Equations 6.1 and 6.2. Neurons having spike counts and consecutive spike frequencies above
the respective averages are grouped as the most active neurons (G, ) partition per Equation
6.3. Conversely, neurons with spike counts and consecutive spike frequencies below or equal

to the averages are grouped as the least active neurons (Cj,, ) partition based on Equation 6.4.

Avgg = %ZSC(m) Vn; €N (6.1)

Avg, = %Zch(ni) Vn; € N (6.2)

Cinost = {ni € N | Sc(n;) > Avgg, and Fis(n;) > Avg,, } (6.3)
Creast = {1 € N | Sc(ni) < Avgg_ or Fes(n;) < Avgg } (6.4)

When addressing the mapping challenge presented in Figure [6.1] neurons within the C,,s
partition are mapped initially to underutilized neurons and subsequently to the most utilized
neurons from the Cj,,, partition within the 3D NoC-based neuromorphic system. The same
mapping strategy applies to unmapped application neurons within the Cj., partition. It’s im-
portant to note that while there are similarities, the SNN layer partitioning problem differs
from the classical graph partitioning problem [77] [78] [80]. The classical graph partitioning
problem aims to divide a graph into subsets to optimize objectives such as minimizing edge
connections between partitions and achieving balanced partition sizes. However, both prob-

lems share the commonality of dividing elements be it neurons or graph nodes into groups
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based on specific criteria. How the SNN layer neuron partitioning method partitions unmapped
application neurons is illustrated in Figure[6.4] To partition neurons of layer 2 from Figure [6.4a
into Cppsr and Cy,qy partitions, assuming these neurons have Fy, values of 7, 6, 10, 11, 4, and
5, and S, values of 200, 300, 1500, 100, 1000, and 700, respectively. The Avgy, calculated
using Equation 6.1 is 7 and the Avgg, computed using Equation 6.2 is 633 for all the neurons.
Based on these results, the neurons are partitioned into two distinct partitions, Cy,ps; and Cieqy
following the criteria outlined in Equations 6.3 and 6.4. Specifically, neurons X4, Xs, X7, X3,
and Xg are placed in the Cj,, partition, while neuron Xg is assigned to the G, partition. The

resulting partitions are shown in Figure [6.4c.
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6.1. THE PROPOSED MAPPING METHOD (R-MAS3N)
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Algorithm 6.1.5 SNN Layer Partitioning Algorithm

2:

3:

4:

9:

10:

11:

1: procedure LAYER PARTITIONING(N) /* Input: Set of neurons N */

Calculate Avgg, and Avg
Initialize empty sets Cpogt and Cieast
for n; € N do
if S¢(n;) > Avgs, and F4(n;) > Avg 1., then
Move n; to Cpost
else
Move n; to Cleast
end if
end for

Return: Cyog, Cleast /* Output: Neurons in Ciog and Ceage regions */

12: end procedure

NEURON PARTITIONING (NP) ALGORITHM

After partitioning the neurons in the layer(s) of the SNN application, the next step in the
fault-tolerant process of the R-MaS3N involves clustering neurons on the 3D NoC-based neu-
romorphic hardware into high-active and less-active regions. Algorithm 6.1.6 formalizes this
step. To classify neurons as highly active (n; € Cpign) region, two conditions must be met:
they must have a higher number of positive synaptic connections (PC) than negative synaptic
connections (NC), and their S, must exceed the Avgg . We assume that these parameters are
derived from the configuration of the 3D NoC-based neuromorphic hardware. The criteria for

clustering neurons into either Chigp Or Ciegs Tegions are as follows: A neuron belongs to the

highly active region (n; € Cy;gp) if both Equations 6.5 and 6.6 hold true:

PC(I’li) > NC(I’Z,')

Se(ni) > Avgg,
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6.1. THE PROPOSED MAPPING METHOD (R-MAS3N)

Neurons that do not meet these criteria are classified in the less active (n; € Ciegs) region. Once
the partitioning is complete, the next step is to identify underutilized and most utilized neurons
within the Ciegs region by performing rank-order sorting using Algorithm 6.1.7. This sorting
primarily considers the spike count (S.) as the main criterion. First, the S, is calculated for
each neuron n; € Cieg region. Then, a rank score (RS) is assigned to each neuron based on its
Sc. The rank score is determined by ranking S, in ascending order and assigning lower scores
to neurons with fewer S.. Neurons are sorted based on their rank scores in ascending order
with those having the lowest rank scores (indicating fewer S.) placed at the top of the sorted
list. Neurons in the first half of the sorted list are termed "underutilized," while neurons in the

second half are termed "most utilized". How the neuron partitioning method works is illustrated
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Figure 6.5: An illustrative representation of neurons in clusters within a 3 x 3 x 1 NoC-based
neuromorphic system, divided into Cy;e and Cieg partitions utilizing the NP algorithm.

in Fig. [6.5] It is assumed that neurons within each cluster exhibit distinct S, values, PC counts,
and NC counts, derived from the neuromorphic system configuration. The AvgS, is calculated
as 369 using Equation 6.1. To partition neurons into the Cpigh and Ciess regions, Equations 6.5
and 6.6 are employed. Evidently, neurons in C; to Cy4, Cg clusters, and neuron Xg in cluster
Cs have S, values surpassing the computed AvgS, and exhibit a higher count of PC than NC.
Consequently, these neurons are designated to the Cyigp partition. In contrast, neurons in C7,
Cs, Cy clusters, and neuron Xjg in cluster C5 showcase more NC than PC and S, values below

the calculated AvgS,.. Therefore, these neurons are allocated to the Cie¢ partition.
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Algorithm 6.1.6 Neuronal Partitioning

1: procedure NEURON PARTITIONING(M,,) /* Input: Set of mapped neurons M,, */

2:

3:

4:

10:

11:

12:

Calculate Avgg for all neurons n; € Mj,.
Initialize empty sets Chigh and Ciegs.
for each neuron n; € M,, do
Calculate PC, NC, and S..
if PC> NC and S, > Avgg_then
Move n; to Cygh.
else
Move n; t0 Cless.
end if
end for

Return Cgp, Cess /* Output: Neurons in Cpjgp, and Ciegss regions */

13: end procedure

Algorithm 6.1.7 Rank-Based Sorting

1: procedure RANKSORT(Ciegs) /* Input: Set of neurons Ciegg */

2:

3:

4:

8:

9:

Initialize an empty list rankedList

for n; € Ciess do
Calculate the rank score R(n;) based on S,
Append (n;,R(n;)) to rankedList

end for

Sort rankedList in ascending order of rank scores

Return rankedList /* Output: Sorted list of neurons and their rank scores */

10: end procedure
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6.3. EVALUATION

6.3 EVALUATION

In this section, we present the results of our evaluation of R-MaS3N providing insights
into its effectiveness, efficiency, and reliability. The evaluation encompasses SNN application
mapping experiments to a 3D NoC-based neuromorphic system, an assessment of our mapping
strategy’s performance in the presence of randomly introduced faulty cluster neurons, and an
analysis of the method’s reliability across different NoC sizes. These evaluations collectively
demonstrate R-MaS3N’s robustness and its ability to handle fault scenarios within 3D NoC-

based neuromorphic systems.

6.3.1 EVALUATION METHODOLOGY

In the initial phase of our evaluation, we proposed a set of SNN applications each prefixed
with "MLP’ followed by a number (e.g., MLPj794), denoting the total number of neurons as
detailed in Table [6.2] In Table [6.2] columns 2 and 3, provide insights into the topology and
neuron counts for these applications. We then map these proposed applications introducing
random neuron faults at rates of 10%, 20%, 30%, and 40% per layer within the 3D NoC-based
neuromorphic system. This mapping was executed across various NoC sizes ranging from
3x3x3to5x5x5 as specified in Table [6.1] The determination of the system size is con-
tingent upon the size of the application. Additionally, we intend to assess the effectiveness of
our proposed method in larger systems where we have identified a higher probability of faults
occurring. Unlike our previous methodologies in [[19] and [62]] where fault insertion is applied
uniformly to the entire 3D NoC-based neuromorphic system, the novel approach here ensures
an even distribution of faults across individual layers. In the subsequent phase of our evalua-
tion, we assessed the efficiency of R-MaS3N’s output neuron mapping and neuron utilization
behaviors across various fault rates. This assessment encompassed NoC sizes ranging from
3x3x3to5 x5 x5 within the 3D NoC-based neuromorphic system having neuron cluster
sizes of 128 and 256 neurons as outlined in Table Furthermore, we assessed the com-
putational cost incurred by the R-MaS3N mapping strategy in terms of execution time. This

evaluation spanned critical stages of the mapping process, including the initial mapping, the
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introduction of neuron faults, fault detection, and the subsequent remapping of previously un-
mapped neurons. We also analyzed the time complexity associated with the neuron remapping
phase within R-MaS3N. This is to enable a fair comparison of remapping times against our
prior fault-tolerant mapping methodologies. To underscore the enhanced reliability offered by
R-MaS3N in mitigating faults within a 3D NoC-based neuromorphic system, even in the pres-
ence of faults, we conducted a thorough reliability analysis. In this comprehensive assessment,
our focal point was the Mean Time To Failure (MTTF), which represents the average duration

until system failure, particularly under the specified fault rates detailed in Table [6.1]

Table 6.1: Configuration used for evaluating R-MaS3N.

Parameter Value
Neurons per cluster 128 and 256
NoC sizes 3x3x%x3,4x4x4and5x5x%x5
Fault rates (%) 10, 20, 30, and 40

Table 6.2: Applications used for evaluating R-MaS3N

App. Topology Neurons |  App. ID
784_1000_10 1,794 MLP_1794
MLP 784_2000_10 2,794 MLP_2794
784_2000_2000_10 4,794 | MLP_4794
784_4000_4000_10 8,794 MLP_8794
784_3000_3000_3000_10 | 9,794 MLP_9794
784_6000_6000_6000_10 | 18,794 | MLP_18794

*All the applications are feedforward connections.
*The total number of neurons for any topology is the sum
of all neurons from the input layer to the last layer in the

topology.

6.3.2 EVALUATION RESULTS
MAPPING EFFICIENCY

In the evaluation of R-MaS3N’s mapping efficiency as demonstrated in Figures[6.6]-[6.11] it

becomes evident that with an increasing rate of designated faulty neurons, there is a correspond-
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6.3. EVALUATION

ing rise in the count of unmapped application neurons before any repair actions (UA_BR). This
trend persists as long as the fault rate continues to escalate. However, following the remapping
process, which targets underutilized and most utilized neurons within a designated region of the
3D NoC-based neuromorphic system (UN_NS) during the fault-tolerant phase of R-MaS3N,
the count of unmapped application neurons after repairs (UA_AR) reaches zero. This outcome

holds for all the SNN applications proposed in Table[6.2]
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Figure 6.6: Behavior of output neuron remapping across different fault rates withina 3 x 3 x 3
NoC-based neuromorphic system for MLP_1794.
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Figure 6.7: Behavior of output neuron remapping across different fault rates withina 3 x 3 x 3
NoC-based neuromorphic system for MLP_2794.
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Figure 6.8: Behavior of output neuron remapping across different fault rates within a4 x4 x 4
NoC-based neuromorphic system for MLP_4794.
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Figure 6.9: Behavior of output neuron remapping across different fault rates within a4 x4 x 4
NoC-based neuromorphic system for MLP_8794.

—e—UA_BR —e—UA_AR —e—UN_NS

0.6 0.35 £
2 =
= 0.5 + I / 03 &
&= ——L 2 =
=5 z 025 2
= 0.4 =
a 0.2 =
0.3 s
=T
iy 0.15 <
© 0.2 e
= 0.1 o©
2
0.1 0.05
8] = & @ = 0

10 20 30 40
FAULT RATE (%)

Figure 6.10: Behavior of output neuron remapping across different fault rates withina 5 x5 x5
NoC-based neuromorphic system for MLP_9794.
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Figure 6.11: Behavior of output neuron remapping across different fault rates withina 5 x5 x 5
NoC-based neuromorphic system for MLP_18794.

MAPPING COST

The evaluation of R-MaS3N mapping cost focused on measuring the time required for key
stages during the mapping process of SNN applications onto a 3D NoC-based neuromorphic
system. This evaluation considered NoC sizes ranging from 3 x 3 x 3 to 5 x 5 x 5. The key
stages encompass initial mapping, repeated initial mapping after introducing faults into some
neurons, and subsequent remapping of the unmapped neurons. We quantified the computa-
tional effort involved in the robust mapping of SNN application neurons to clusters within the
3D NoC-based neuromorphic system. As shown in Figures[6.12]-[6.14] the R-MaS3N compu-
tational cost consistently remained below 10 seconds even when dealing with the mapping of a
large-scale SNN such as MLP;g794 onto a 5 x 5 x 5 NoC-based neuromorphic system with 40%
of its neurons designated as faulty. This analysis demonstrates the efficiency of R-MaS3N in

managing computational costs across various stages of the mapping process.

104



6.3. EVALUATION

uVILP_1794 m®mMLP_2794

TIME (s)

o I I I|
, mi I
10 20 30 40

FAULT RATES (2%)

Figure 6.12: Plot illustrating applications mapping cost for a 3 x 3 x 3 NoC-based neuromor-
phic system under various fault rates.
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Figure 6.13: Plot illustrating applications mapping cost for a 4 x 4 x 4 NoC-based neuromor-
phic system under various fault rates.
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Figure 6.14: Plot illustrating applications mapping cost for a 5 x 5 x 5 NoC-based neuromor-
phic system under various fault rates.

NEURON UTILIZATION BEHAVIOR

Another crucial aspect of analyzing SNN applications mapped with R-MaS3N is to evaluate
whether neuron utilization can be effectively restored in the presence of faults impacting the
neuromorphic system during computations. Figures [6.15]-[6.17] depict the utilization dynam-
ics before, during, and after the introduction of faults. Initially, without faults after the initial
mapping (IM), the 3D NoC-based neuromorphic system attains optimal utilization of appli-
cation neurons. However, as the number of faulty neurons increases (F_10 — F'_40), neuron
utilization experiences a gradual decline. Encouragingly, the system regains its full operational
capacity after remapping (AR). This analysis sheds light on the adaptability and resilience of
the system, showcasing its ability to recover optimal neuron utilization even in the presence of

faults.
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Figure 6.15: Plot illustrating neuron utilization across various stages of the mapping method
for a 3 x 3 x 3 3D NoC-based neuromorphic system.
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Figure 6.16: Plot illustrating neuron utilization across various stages of the mapping method
for a 4 x 4 x 4 3D NoC-based neuromorphic system.
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Figure 6.17: Plot illustrating neuron utilization across various stages of the mapping method
for a 5 x5 x5 3D NoC-based neuromorphic system.

TIME COMPLEXITY

For the time complexity analysis, the SLP algorithm in Algorithm takes a set of unmapped
layer neurons, denoted as N, as input and categorizes them into two partitions: Cpost and Cegg;.
The SLP algorithm operates in linear time as it iterates over each neuron n; € N and performs
averaging and comparisons to determine the appropriate partition placement for each neuron.
Consequently, the time complexity of the SLP algorithm is O(N), where N represents the num-
ber of neurons. Next, we consider the NP algorithm in Algorithm which partitions the set
of mapped neurons, denoted as M,,, within the 3D NoC-based neuromorphic system. Similar
to the SLP algorithm, the NP algorithm exhibits linear time complexity. It involves iterating
through each neuron n; € M,,, where each iteration includes calculations to determine each neu-
ron’s connectivity and activity pattern. Thus, the time complexity for this process is O(M,),
where M,, represents the number of mapped neurons. The efficiency of the partitioning process
is evident in its linear time complexity, making it suitable for handling a large set of neurons.
To assess the time complexity of remapping unmapped layer neurons (N) to existing neurons

layer by layer, we observe that it incurs a time complexity of O(N?). Consequently, the overall
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execution time (E;) for neuron remapping is determined by combining the SLP and NP algo-
rithms’ time complexities and the layer-to-layer remapping process. This relationship can be
expressed mathematically as shown in Equation 6.7.

When determining the execution time for remapping or repairing unmapped application neu-
rons in a neuromorphic system, the time needed to remap these neurons to existing ones is
considered. Table [6.3] provides an evaluation of the remapping time for the R-MaS3N remap-
ping step, considering the SNN applications outlined in Table [6.2] with 40% of the neurons
in a neuromorphic system gone faulty. For the 3D-NoC-based neuromorphic system with the
largest NoC size (5 x 5 x 5), the remapping process completes in under 10 seconds. A sig-
nificant comparison arises with the GA-based remapping method used for the 3D-NoC-based
neuromorphic system with the smallest NoC size (4 x 4 x 4), as discussed in [19]. In this com-
parison, the R-MaS3N remapping algorithm exhibits a remarkable 71 x reduction in remapping

time, showcasing its scalability and efficiency in handling larger NoC sizes.

Ew = O(N) +O(M,) + O(N?) (6.7)

Table 6.3: R-MaS3N remapping time in the 3D-NoC-
based neuromorphic system for different SNN appli-

cations.
Network size SNN Configuration Time (s)

784_1000_10 0.06
3x3x3 784_2000_10 013
o dxd 784_2000_2000_10 0.58
784_4000_4000_10 1.97
784_3000_3000_3000_10 | 2.54

5x5x%x5
784_6000_6000_6000_10 | 9.60

*The mapping time takes into account the time:
* To perform layer partitioning of unmapped neu-
rons in the layer(s) of an SNN application.

* To perform neuron partitioning of neurons of the
neuromorphic system.

* To perform neuron remapping for the highest
fault rate.
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RELIABILITY ASSESSMENT: MEAN TIME TO FAILURE (MTTF)

The Mean Time To Failure (MTTF) is a crucial metric representing the expected duration
until a system fails. In the case of a k-fault-tolerant system capable of withstanding up to
k faults, the MTTF computation involves the failure rates of individual components and the
inherent fault-tolerant structure of the system. Let MTTF; denote the MTTF for the entire
system and considering the reciprocal of the overall system failure rate, MT T Fy is defined by

the equation:

1
MTTF; = —
N A,s

(6.8)
where A, is the overall failure rate of the k-fault-tolerant system. The overall failure rate is
the sum of the failure rates of the individual components taking into account the fault tolerance.

Assuming that the failures are independent, we can express Ay as:

de=Y A (6.9)

=

Here, A, is the failure rate of the i-th component. Therefore, the MTTF for a k-fault-tolerant

system is the reciprocal of Ay:

1

MTTF, = ———
Yio A

(6.10)

Equation 6.10 therefore provides the mean time to failure for the entire system considering the

fault-tolerant structure. Incorporating time duration (¢), the equation becomes:

1

(6.11)

The expression Equation 6.11 therefore represents the mean time to failure of the k-fault-
tolerant system over a specified time duration . However, R-MaS3N has two distinct failure
rates: the initial mapping failure rate (IFR) and the remap failure rate (RFR). If the remapping

process encounters failure, the RFR is set to 1, as expressed in Equation 6.12.
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1, ifU>2xMc,,
RFR = ” (6.12)

0 otherwise
Here, U signifies the count of unmapped application neurons, and Mc,,  denotes the number
of mapped neurons within the Cj,4 region of the 3D NoC-based neuromorphic system. Given
that our mapping method adheres to the specified constraints during mapping, it can effectively
handle faults while remaining operational. The Mean Time To Failure (MTTF) for a k fault-
tolerant system from Equation 6.11 and as in [19] for the R-MaS3N is described by Equation
6.13:

MTTFgs = L -t (6.13)

+(5)
In Equation 6.13 above, A represents the initial mapping failure rate per neuron (in failures
per hour), k£ denotes the number of neurons to be mapped, p signifies the number of available
neurons for remapping, and ¢ represents the time unit.

Figures [6.18] - [6.20] illustrate the Mean Time to Failure (MTTF) of R-MaS3N in mapping
the SNN applications outlined in Table 2 onto a 3D-NoC-based neuromorphic system with
varying NoC sizes. With 40% of neurons of a neuromorphic system gone faulty, R-MaS3N
achieves MTTF values of 50.73 years, 35.36 years, and 26.54 years for NoC sizes of 3 X 3 x 3,
4 x4 x4,and 5 x5 x 5, respectively. Notably, the MTTF of R-MaS3N for the 5 x5 x5 NoC
configuration at a 40% fault rate surpasses the MTTF of the previous method at a 20% fault
rate for a 4 x 4 x 4 NoC size by 16%. This significant improvement highlights the enhanced

reliability of R-MaS3N compared to our previous fault-tolerant mapping approach.
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Figure 6.18: The mean time to failure (MTTF) of R-MaS3N when MLP;794 and MLP>794 ap-
plications are mapped onto a 3 x 3 x 3 NoC-based neuromorphic system.
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Figure 6.19: The mean time to failure (MTTF) of R-MaS3N when MLPy794 and MLPg794 ap-
plications are mapped onto a 3 x 3 x 3 NoC-based neuromorphic system.
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Figure 6.20: The mean time to failure (MTTF) of R-MaS3N when MLPy;94 and MLP;g794
applications are mapped onto a 3 x 3 x 3 NoC-based neuromorphic system.

6.4 CHAPTER SUMMARY

In this chapter, we introduced a novel mapping approach, R-MaS3N designed to map SNNs
onto a 3D-NoC-based neuromorphic system and remap if there exist faulty components in the
hardware by re-purposing existing neurons to achieve fault tolerance. Our evaluation involved
assessing its performance under various scenarios including situations where a portion of clus-
ter neurons was randomly designated as faulty. We conducted a thorough analysis of our map-
ping method’s reliability highlighting its significantly improved reliability compared to our
previous fault-tolerant mapping algorithm. The next chapter presents the implementation of
the proposed algorithms and architectures focusing on enhancing robustness in the realization

of a reconfigurable neuromorphic architecture.
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TOWARDS A ROBUST RECONFIGURABLE
NEUROMORPHIC ARCHITECTURE

His chapter details the implementation of the proposed algorithms and schemes aimed
T at enhancing robustness in the realization of a reconfigurable neuromorphic architecture.
The neuromorphic chip is structured as an interconnection of neural tiles through a NoC in-
terconnect. Each neural tile consists of two primary components: the processing unit and the
information communication unit. Focusing on robustness within the processing unit, we pro-
vide a comprehensive description of this unit, highlighting a key area that supports our proposed
robust methodologies. Additionally, we introduce a sample layout for a 2 x 2 NoC-based neu-
romorphic system, currently supporting the migration-based mapping method with the novel

RSM mechanism.

114



7.1. SYSTEM ARCHITECTURE

7.1 SYSTEM ARCHITECTURE

A high-level view of the robust neuromorphic architecture can be seen in Figure[7.1 having
three layers. It is based on several layers of 2D spiking neural tiles building upon our earlier
3D-NoC design in [5]. In these interconnected stacked layers, each neural tile employs an array
of spiked neurons to process incoming spikes. In a broader system, these 2D neural tiles are
often arranged in a hierarchical and scalable manner enabling the implementation of large-scale

complex Al applications.

S — iﬂ’ Pid
—_ ‘-/ ‘./ ‘./ .fr’ ‘./ ,"
— e s ’_
— — —4 () =7
. . '_
Neural circnits — /] 7. ] P L7
?: v i
_ )/ >, — 7. 7
Js/ ) “A
&~ ) AER 1I/0 from
SNPC S 3DR another tile

Figure 7.1: High-level view of the neuromorphic architecture.

External data is input into the system through a host PC. Since the system employs a 3D-
mesh topology with each neural tile equipped with a node (i.e. processing core) and a 3D
router as shown in Figure [7.1|that facilitates communication in six directions and a processing
core, communication is managed by a 3D-mesh NoC while computation is executed by a node

having a processing core controller overseeing all operational processes.
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7.2 NEURAL TILE

There are two main components of the neural tile: a spiking neural processing core (SNPC)
and a multicast 3D router. In SNNs, each spiking neuron typically corresponds to a single
SNPC and inter-neuron connectivity is established by transmitting spikes (packets) over the
on-chip interconnection. The 3D router, through its routing mechanism, facilitates effective
communication among the spiking neurons in the SNPC, enabling the exchange of neural infor-
mation. Interaction between the SNPC and multicast 3D router is instrumental in the function-

ing of neural tiles, playing a crucial role in the transmission of packets for neural computations.

7.2.1 3D MULTI-CAST ROUTER

The 3D FT-router shown in Figure utilizes the K-means multicast routing (KMCR)
algorithm for spike distribution [22]. To address congestion, a variant called shortest path
k-means clustering routing (SP-KMCR) has been implemented [22]. Introducing fault toler-
ance, the fault-tolerant shortest path k-means clustering routing (FTSP-KMCR) ensures reli-
able spike data delivery even in the presence of route faults. For fault handling in input buffers
and crossbars during packet forwarding, the router integrates a random-access buffer (RAB)
and a Bypass-on-demand link [S]] [22]]. With seven input and output ports, four designated
for intra-layer connections, the router’s routing process involves buffer writing (BW), routing

calculation (RC), switch allocation (SA), and crossbar traversal (CT) [5] [[19] [22] [6].
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Figure 7.2: High level view of the 3D multicast router [6].

7.2.2 SPIKING NEURO PROCESSING CORE ARCHITECTURE

Figure shows the SNPC high level view with crucial components including the LIF ar-
ray, synapse memory, synaptic crossbar, network interface (NI), control unit, and STDP learn-
ing module. The LIF array computes a neuron’s membrane voltage by accumulating synapse
values with a leak value for synaptic decay. Output spikes are fired if the accumulated value
surpasses a voltage threshold; otherwise, no spike is generated. The synaptic crossbar, using a
crossbar architecture, represents synaptic connections with 1-bit values, and weights are stored
in synapse memory. Presynaptic spikes reach the SNPC and postsynaptic spikes are identi-
fied based on synapses [S]]. Weights from synapse memory are transmitted to the LIF neuron
for accumulation. For learning, the STDP module updates synaptic weights via trace-based
STDP learning using 16 presynaptic spikes grouped by their arrival time relative to a postsy-
naptic spike [S]] [22]. During learning, presynaptic spikes arriving before the postsynaptic spike
are incremented, while those arriving afterward are decremented. The control unit manages
SNPC operations through six states: "idle," "download," "accumulation," "leak," "threshold,"

and "STDP." In the "idle" state, the SNPC awaits presynaptic spikes; upon arrival, the "down-
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load" state initiates download spikes. Subsequently, the "accumulation" state weights and sends
spikes to LIF neurons. The "leak" state allows membrane potential leakage, followed by a com-
parison against a threshold in the "threshold" state. If the threshold is exceeded, an output spike
is fired. The "STDP" state activates the learning module. Learning occurs if conditions are met,

prompting a reset to the idle state; otherwise, the SNPC returns to "idle.
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Figure 7.3: High-level view of the spiking neuro processing core [6].

NETWORK INTERFACE (NI)

The NI is a crucial component of the SNPC, incorporating the mapping method. Further-
more, the NI supports both single and burst transaction modes for the efficient reading and
writing of weight memory and neuron parameters [6]]. Additionally, the NI facilitates commu-
nication between neurons using the on-chip network framework, employing an encoder and de-
coder. On the algorithm side, the NI aligns with the mapping method specified in [S]] and [22].
This integration is extended with the introduction of two fault-tolerant mapping methods il-
lustrated in Figure and Figure These methods are carefully designed considering the
routing mechanism within the router while preserving the mapping methodology proposed in

our previous works. The system in [6]] and [19] supports the MigSpike mapping method, lever-
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Figure 7.4: A block diagram of the network interface supporting the MigSpike + RSM mapping
method.
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Figure 7.5: A block diagram of the network interface supporting the R-MaS3N mapping
method.
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aging enhanced migration methods and hardware mechanisms for fault-tolerant task migration.
When a fault occurs in a neuron, MigSpike migrates the task to a spare neuron by creating
chains of migrations within a cluster or across the entire system. Despite its effectiveness,
MigSpike has drawbacks, prompting the introduction of the RSM mechanism in the NI ash
shown in Figure RSM ensures efficient task migration from faulty neurons to spares, albeit
relying on redundant finite elements. To address this limitation, R-MaS3N was later proposed
and introduced into the NI as shown in Figure [7.5] eliminating the finite resource bottleneck

associated with MigSpike and enhancing the efficiency of task mapping.

7.3 EVALUATION METHODOLOGY

The hardware implementation involved designing the proposed system using Verilog-HDL.
Functional simulation was carried out through ModelSim, Synopsys Design Compiler facil-
itated synthesis, and Cadence Innovus was employed for layout design, utilizing the Open-
RAM [35]] and NANGATE 45nm [19] library. The FreePDK3D [6] played a crucial role in

incorporating vertical Through-Silicon-Vias.

7.4 EVALUATION RESULTS

Table presents the hardware complexity of the proposed robust reconfigurable archi-
tecture, featuring a network interface currently supporting the MigSpike mapping method in-
tegrated with RSM. As indicated in Table the NI incorporating the mapping technique
occupies 15.36% of the tile area and consumes 7% of the proposed system’s power. Figure[7.6|
illustrates a sample layout for a 2x2 NoC-based SNN layer with mapping framework support.
Each cluster within the layout comprises 256 spike inputs in AER format, and the crossbar is
implemented using a 256-bank 8-bit dual-port SRAM through OpenRAM. The clock frequency
employed in the design layout is 142MHz. We have kept this value consistent with our previ-
ous assumption in [S]] that all 256 neurons in the spiking core spike at an identical rate. This

assumption leads to a scenario where 256 synaptic operations can occur within a single clock
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cycle.

Table 7.1: Hardware complexity of the proposed robust reconfigurable system.

Module Parameters
Total area (u m?) | Power (mW)
Network interface (EN & DE) 15,445 0.93
Neuron cores(s) 64,576 10.64
3D NoC router 16,786 1.27

*EN: Encoder, DE: Decoder
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Figure 7.6: Hardware physical design layout of the proposed robust reconfigurable neuromor-
phic system for a 2 X 2 NoC size: (a) Layout (b) Schematic layout comprising 256 neuron logic
cells and 65K synapses for the crossbar.

7.5 CONCLUSION

In conclusion, this chapter provides an overview of the architecture, hardware design, and
assessment of the proposed robust reconfigurable 3D-NoC-based neuromorphic system. The
system capitalizes on fault-tolerant mapping methods inspired by the fault-tolerant techniques
found in the human brain. These methods enhance the efficiency of application mapping, en-
abling effective adaptation to system-wide faults thereby ensuring robust performance even in

the presence of significant faults in the system.
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DISSERTATION SUMMARY AND FUTURE
OUTLOOK

8.1 CONTRIBUTIONS SUMMARY

Euromorphic systems have demonstrated exceptional performance across various do-
Nmains. However, ensuring their fault tolerance and ability to recover from errors has
been a significant area of interest. Furthermore, neglecting the reliability concerns can result
in a range of consequences from unreliable neural computation outputs to system-wide failures
thereby posing significant challenges to their practical deployment. To address these concerns,

we have developed neuromorphic algorithms serving two key purposes:

1. Recovery from fault impact in neural computation:

Our first set of algorithms is dedicated to identifying, isolating, and recovering from
faults after neural computation processes. Taking inspiration from the brain’s remark-
able adaptability and recovery capabilities, our proposed methods explore innovative
techniques for fault recovery in spiking neural networks. The first method shares com-

mon goals with established concepts like neuron dropout; however, it distinguishes itself
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by adopting a pruning-based approach within an augmented framework. This novel ap-
proach selectively identifies and removes only faulty neurons to facilitate fault recovery.
However, this initial method proved computationally intensive and the classification ac-
curacy of a faulty model after recovery declines as a result of removing multiple faulty
neurons some of which were erroneously identified as faulty. To address these draw-
backs, we introduced a target and selection method that ensures only genuinely faulty
neurons are chosen for removal. This method achieves nearly pre-fault-level classifica-

tion accuracy after recovery in faulty models.

Fault-tolerant mapping of neural applications to neuromorphic systems:

Mapping applications onto neuromorphic hardware in neuromorphic computing remains
a challenging task with non-trivial solutions especially when neural circuits within neu-
romorphic systems may suffer from potential faults including high-rate faults. Our sec-
ond set of algorithms focuses on ensuring fault-tolerant mapping of neural applications
onto neuromorphic hardware. Building on our prior work of migration-based mapping
for fault recovery, we incorporate a novel ranking and selection mechanism during the
mapping process to dynamically select faulty neurons. This method ensures the over-
all mapping process is effective even in the presence of high-rate faults. Furthermore,
this enhancement has increased the MTTF of the migration-based mapping on different
NoC sizes by an average of 43%. However, this method relies on redundancies a con-
cept inspired by the robust and fault-tolerant nature of the human brain. It is essential
to acknowledge that when translated into a physical system implementation, these re-
dundancies become a finite resource. Furthermore, as neuromorphic systems continue
to scale to meet growing demands for edge applications, fault tolerance using redundan-
cies necessitates a growing number of redundancies. Furthermore, if redundant resources
are exhausted due to simultaneous fault occurrences, reliability could potentially drop to
zero. To address these challenges, we’ve proposed a robust mapping scheme that relies
on reusing existing neurons based on neural reuse theory for fault tolerance. This ap-
proach not only significantly reduces fault repair or recovery time (71 x less compared to

the previous mapping) but also provides better MTTF than the previous mapping method.
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8.2 FUTURE OUTLOOK

This dissertation makes significant contributions that can extend across various facets of so-
ciety. In the realm of neural computations, particularly in applications such as autonomous ve-
hicles and medical devices, the development of fault recovery methods is indispensable. Given
the potential serious consequences of errors in these domains, ensuring the resilience of neural
computations is paramount. Moreover, the application of fault-tolerant methods emerges as a
critical factor in guaranteeing stability and reliability in the context of industrial automation,
especially within complex manufacturing environments. As edge computing continues to gain
prevalence, the imperative for fault-tolerant methods intensifies, particularly in scenarios with
constrained computational resources. The emphasis on robustness in these settings underscores
the dissertation’s relevance and practical implications in addressing the evolving landscape of
technological applications. While this dissertation has made significant strides in develop-
ing algorithms for robust and reliable neuromorphic computing, several promising avenues for
further research and development can be explored. One noteworthy area of future research
involves the establishment of standardized benchmarks tailored specifically to assess the ro-
bustness and reliability of neuromorphic computing systems. These benchmarks would enable
researchers to rigorously evaluate the effectiveness of fault-tolerant algorithms across diverse
hardware and software configurations. Furthermore, to enhance the credibility and compara-
bility of proposed fault-tolerant algorithms, future work can focus on quantitative evaluations.
This involves assessing the algorithms’ performance against established benchmarks and met-
rics, providing valuable insights into their efficacy in mitigating faults. A critical aspect yet
to be explored is the energy efficiency of fault-tolerant mechanisms in neuromorphic systems.
Investigating the energy overhead associated with fault detection, isolation, and recovery can
inform designers about trade-offs between robustness and energy consumption, paving the way

for more sustainable implementations.
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