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Abstract

Hand movement measurement and recognition play a vital role in various applica-
tions such as human-computer interaction (HCI), virtual reality (VR), augmented reality
(AR), robot control, and sign language recognition. With the development of MEMS
technology and deep learning, wearable glove solutions and vision-based solutions have
been widely studied. Nonetheless, several challenges persist, including the accuracy of
wearable sensors, the robustness of vision-based systems under varying environmental
conditions, and the effective fusion of multi-modal sensor data.

To enhance wearable IMU data glove accuracy, we propose a multi-IMU calibration
method based on hand kinematic constraints. As drift errors from sensors tend to accu-
mulate over time, the limiting relationship in the movement of finger joints is used to
obtain a partially corrected drift posture at a certain moment to improve accuracy. We
built an IMU data glove, and experimental results show that the proposed system can
provide better performance in joint angle accuracy.

Furthermore, we explored the amalgamation of IMU sensors and bend sensors
within wearable data gloves for sign language recognition. A weighted Dynamic Time
Warping (DTW) algorithm facilitates the fusion of time-series data, assigning differen-
tial weights to sensors based on their modality, culminating in enhanced sign language
recognition performance.

Lastly, our research delves into the fusion of data from hand-worn data gloves and
vision-based systems. While the data glove captures intricate finger curvature metrics,
the visual system, employing MediaPipe, extracts commensurate features like finger
keypoints and joint angles. The concatenated data undergoes feature fusion via a Con-
volutional Neural Network-Bidirectional Long Short-Term Memory (CNN-BiLSTM)
architecture, leading to improved sign language recognition outcomes. The empirical
results from our experiments attest to the potential and efficacy of our multi-modal data
fusion approach.



Chapter 1

Introduction

1.1 Background

Hand motion capture and gesture recognition have been fields of active research
and development for several decades. They play a crucial role in various applica-
tions, such as human-computer interaction (HCI), virtual reality (VR), augmented re-
ality (AR), robotics control, and sign language recognition. Firstly, in the realm of
Human-Computer Interaction (HCI), they pave the way for intuitive user interfaces, en-
abling more natural interactions without the constraints of traditional input devices, a
transformation especially evident in virtual and augmented reality systems. Secondly,
in the medical sphere, the accurate quantification of hand movements assists clinicians
in monitoring and tailoring rehabilitation programs for patients recovering from injuries
or surgeries, providing invaluable insights into their progress. The third application of
paramount importance is sign language recognition, where automating hand movement
detection can foster real-time translation, bridging communication gaps for the hearing-
impaired community. Lastly, the precision of hand movement recognition is revolu-
tionizing robotic control, facilitating human guidance in intricate tasks, especially in
specialized areas like teleoperation and surgical interventions.

Many complex challenges exist in hand movement measurement and recognition
research. Firstly, the inherent complexity of hand movements poses a significant hur-
dle. The human hand, with its 27 degrees of freedom, exhibits a wide spectrum of
intricate gestures, both static and dynamic. This complexity is further compounded by
sensor limitations. Devices such as bending sensors and IMUs, though promising, are
not immune to issues like drift, noise, and degradation over time. Beyond the inherent
attributes of hands and the equipment used, the surrounding environment introduces
its own set of challenges. Environmental conditions, notably varying lighting and po-
tential background interferences, can adversely affect recognition accuracy in optical-
based systems. Additionally, the occurrence of occlusions, where parts of the hand can
obscure other regions, especially in monocular camera setups, impedes seamless data
capture. Lastly, as research delves into integrating multiple data sources, like cameras
and varied sensors, the resultant complexity demands sophisticated data fusion tech-
niques. These challenges underline the need for approaches that together aspects of
hand biomechanics, sensor technology, and advanced computational methods.



1.2 Hand Biological Model

Our goal is to capture the movement of the hand. Therefore, we need a movement
model of the hand to describe the relationship between hand segment orientations and
positions. In order to reconstruct the hand movement posture, we introduce the calcu-
lation method of joint angle based on the proposed model.

Middle finger

Index finger Ring finger

Little finger
Distal phalanges

) (&}
“‘ . Middle phalanges

' &
' Proximal phalanges

22.

Metacarpus

QDegrees of Freedom

joint

Figure 1.1: Modeled bones and joints of the human hand. The red arrow marks indicate
the names of the knuckle and finger segments. Blue circles represent joints, white
numbers represent DoF

As shown in Fig. [I.T] each finger consists of three phalanges (segments). Starting
at the fingertip, the phalanges are called the distal, middle, and proximal phalanx. The
phalanges are connected to 1 DoF by two hinge joints. These joints are called distal and
proximal interphalangeal joints (DIP and PIP, respectively). Each finger is connected to
the palm by metacarpal phalangeal joints (MCP) with 2 DoF. The palm is linked to the
forearm via the wrist joint with 3 DoF.

1.2.1 Definition of Joint Angles

The joint angle is the angle rotated between the orientations of two segments. Specif-
ically, the fingertip is defined as the most distal end and the arm as the most proximal
end. A joint angle is the angle of rotation between the orientation of the distal segment
and the orientation of the proximal segment. We are particularly interested in the main
joint angles (flexion/extension) for a given joint. To describe the relationships between
finger segments and joints, we first define a biomechanical hand model and coordinate
system.

As Figure [I.1] fingers consist of three phalanges (segments). Starting from the
fingertip, the phalanges are called the distal, middle, and proximal phalanx. The pha-
langes are connected by two hinge joints with one DoF. These joints are named distal
and proximal interphalangeal joints (DIP and PIP) respectively. Fingers are connected
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1.3. HAND MOTION MEASUREMENT

to the palm by metacarpal phalangeal joints (MCP) with two DoFs. The palm is linked
to the forearm through the wrist joint with three DoFs.

We defined a static flat hand model. In this model, the relationships between the fin-
ger segments are as follows. The orientations of the distal phalanx, the middle phalanx,
and the proximal phalanx are exactly the same. There is a fixed angle on the abduc-
tion/adduction axis between the proximal phalanx and metacarpal phalangeal, and the
extension/flexion axis is the same. The direction of the metacarpal and forearm is also
the same.

1.3 Hand Motion Measurement

1.3.1 Wearable Sensor

Inertial Measurement Units (IMUs) presenting a compact and efficient alternative
to traditional motion capture systems. Comprising accelerometers, gyroscopes, and
sometimes magnetometers, IMUs track the linear acceleration, angular velocity, and
magnetic field orientation of the device to which they are attached. When positioned
on a hand, these sensors capture precise movement data, translating it into orientation,
velocity, and positional insights of the hand in three-dimensional space.

Bending sensors are flexible components that detect and quantify changes in their
physical curvature, translating them into measurable electrical resistance. As the sensor
flexes or bends in tandem with finger or hand movement, its resistance alters, which can
then be captured and processed. This makes them particularly suited for tracking the
flexion and extension of individual fingers and the hand as a whole.

Electromyography (EMQG) is a technique used in medicine and physiology to mea-
sure and record the electrical activity generated by muscle tissue. Including muscle
contraction, relaxation, and the timing and intensity of muscle activity.

1.3.2 Ambient Sensors

Monocular cameras, often referred to simply as single-lens cameras, capture visual
information using a singular lens. Contrary to stereo or multi-lens systems, these cam-
eras rely on one optical input to gather depth and spatial information. While they lack
the direct depth perception capabilities inherent to multi-lens configurations, sophisti-
cated algorithms and computer vision techniques have enabled monocular systems to
estimate depth and 3D structures from their 2D images.

Optical Systems use markers placed on the hand and fingers, which are tracked by
multiple cameras placed around the user. The 3D position of the markers is triangulated
from the images captured by the different cameras.

1.4 Sensor Fusion Technology

Sensor Fusion Technology can be divided into Data-level, Feature-level, Decision-
level, and Hybrid according to the level classification. Data-level fusion, also known as
low-level fusion, involves combining raw sensor data directly at the sensor level. This
fusion typically focuses on aligning and synchronizing the sensor data and can include
pre-processing steps such as calibration, time-stamping, and coordinate alignment. It
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aims to create a unified representation of the raw sensor measurements before further
processing or fusion at higher levels. Feature-level fusion involves extracting relevant
features from individual sensor data and then combining these extracted features from
multiple sensors. The features can be domain-specific, such as edges, textures, or
key points in computer vision, or derived from signal processing techniques in other
domains. Feature-level fusion aims to capture and represent the salient information
from each sensor, which can be used for subsequent processing and decision-making.
Decision-level fusion, also known as high-level fusion, involves combining the deci-
sions or results obtained from individual sensors. Instead of directly fusing the raw data
or features, decision-level fusion focuses on combining the outcomes or decisions made
by each sensor or subsystem. This level of fusion can include voting mechanisms, rule-
based systems, or more advanced techniques such as Dempster-Shafer theory or fuzzy
logic. The goal is to integrate multiple sensor inputs to make more informed and reliable
decisions.

Hybrid fusion refers to the combination of multiple levels of fusion to achieve more
comprehensive and robust fusion results. It involves integrating data, features, and
decisions from multiple sensors at different levels of abstraction. Hybrid fusion algo-
rithms can leverage the strengths of each level to address different aspects of the fusion
problem. For example, combining data-level fusion for accurate alignment and syn-
chronization, feature-level fusion for informative feature extraction, and decision-level
fusion for final decision-making.

Sensor fusion technology exploits complementarity as the basis for good perfor-
mance. Redundancy improves robustness, and decision conflicts are generally issues
that need to be resolved.

Sensor fusion leverages complementarity to improve overall understanding. By
combining complementary data, fusion algorithms can provide a more comprehensive
and accurate representation of the phenomenon being observed. The fusion process
takes advantage of the unique strengths of each sensor to enhance the final decision.
Redundant sensors can be used in sensor fusion to increase reliability and fault tol-
erance. When redundant sensors produce consistent data, it boosts confidence in the
decision. However, during decision conflicts or when sensor failures occur, fusion al-
gorithms must be designed to handle redundancy properly. This might involve weight-
ing sensors based on reliability or choosing the most trustworthy sensor for the current
situation. When data from different sensors conflict or exhibit uncertainty, fusion algo-
rithms play a critical role in resolving these conflicts. The fusion process may involve
statistical methods, expert rules, or machine learning techniques to make a decision that
best aligns with the available data. Handling decision conflicts effectively is essential
for maintaining the accuracy and reliability of the sensor fusion system.

1.4.1 Kalman Filter

The Kalman algorithm, specifically the Kalman filter, is a recursive estimation algo-
rithm widely used for state estimation in linear dynamic systems. It provides a solution
for estimating the state of a system given noisy measurements by combining predictions
from a mathematical model of the system with real-time sensor measurements.
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1.5. THESIS ORGANIZATION

1.4.2 Deep Neural Networks

Deep learning, on the other hand, is a subset of machine learning that focuses on
training artificial neural networks with multiple layers to learn and extract features di-
rectly from data. It is particularly effective in handling complex, non-linear problems
and has achieved significant success in various domains, including computer vision,
natural language processing, and speech recognition.

Researchers have explored using deep learning models to learn the dynamic model
or the measurement model in a Kalman filter to handle non-linear or complex systems.
Deep learning can be employed to learn the system dynamics, update the state estimate,
or refine the measurement noise parameters in a data-driven manner.

Deep Learning for End-to-End Estimation: Deep learning models can be employed
as end-to-end estimators, bypassing the explicit use of a Kalman filter. By training
deep neural networks to directly map sensor measurements to the desired estimation
outputs, the need for a separate Kalman filtering step can be eliminated. This approach
is particularly useful in scenarios where the underlying system dynamics are highly
non-linear and difficult to model explicitly.

The relationship between the Kalman algorithm and deep learning can involve in-
tegrating their respective strengths or using deep learning as an alternative approach to
estimation and prediction tasks, depending on the characteristics of the problem and the
available data.

1.5 Thesis Organization

The relationship between the chapters of the dissertation is shown in the figure, and
the organization is as follows.

First, the research background is introduced. In the first chapter, the basic concepts
of hand movement flow measurement and recognition are introduced, such as biologi-
cal models of hands, wearable data gloves, sensor fusion, etc. In addition, this chapter
explains the organization and main contributions of the paper. Secondly, related work is
described in Chapter 2. In order to improve the measurement accuracy of hand move-
ments, Chapter 3 proposes a calibration method based on joint kinematic constraints
for IMU-based data gloves. For multi-sensor fusion in IMU, Kalman algorithm is used
for fusion. The system performance was tested in terms of joint angle accuracy and
stability. The fusion of various wearable sensors, IMUs and curved sensors is presented
in Chapter 4, with specific applications of sensor data fusion in sign language recog-
nition. Weighted DTW is used for action recognition. The application of the fusion
of wearable devices and visual systems in sign language recognition is in Chapter 5,
Multimodal Data Fusion System in Hand Action Recognition. Improve sign language
recognition rate and improve stability in complex environments. Finally, Chapter 6 is
the conclusion of this paper.

1.6 Contributions

This dissertation is a study on hand movement measurement and hand posture
recognition, including the establishment of a wearable data glove measurement system
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Chapter 1 Background

[ Chapter 2 Related Work

Chapter 3 Measurement of Hand Joint
Angle Using Inertial-based Motion
Capture System

Chapter 4 Data Glove with Bending

Sensor and Inertial Sensor based on

Weighted DTW Fusion for Language
Recognition

Chapter 5 Sign Language Recognition
with Multimodal Sensors and Machine

Fusion object Fusion method

MEMS-based IMU

Kalman Filter
Accelerometer == Gyroscope ==Magnetometer

MEMS- Bending .
based IMU + sensor Weighted DTW
Wearable == Visual Deep Learning

Learning Methods

Chapter 6 Conclusion }

Figure 1.2: Thesis Structure

and the research on sign language recognition using the fusion of multi-modal sensors.
The main contributions of each chapter are summarized as follows.

* An IMU-based wearable data glove has been developed for hand movement mea-
surement. By using the kinematic constraints of hand joints for calibration, the
inherent sensor drift issue is effectively mitigated, resulting in enhanced accuracy
in joint angle measurements. Introduced in Chapter 3.

* For sign language recognition scenarios, a data glove equipped with inertial and
bending sensors has been introduced to capture hand shapes and movements.
With the challenge of multi-modal sensor time series data, a weighted Dynamic
Time Warping (DTW) approach has been employed for effective data fusion. This
distribution of weights enhances the importance of crucial sensors and improves
recognition accuracy. Introduced in Chapter 4.

* We build a system combining vision with bending sensor data to recognize sign
language. By integrating features such as finger keypoint coordinates, finger joint
angles, and finger flexion angles, we create a rich feature set. This composite
data is subsequently processed through a CNN-BiLSTM architecture, not only
bolstering sign language recognition rates but also fortifying system robustness
against challenges like visual occlusions. Introduced in Chapter 5.
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Chapter 2
Related Work

There are many researches on motion measurement and recognition, such as sys-
tems for upper limbs (e.g., [1], [2]]), lower limbs (e.g., [3], [4] ), and hand (e.g., [S],
[6], [7]). The joint angles of the hand and body can be calculated by the same pro-
cessing. However, the fingers have three segment linkage structure, and the palm of
the hand connects five fingers, presenting a more complex structure. Furthermore, the
finger segment is a much smaller cylinder with more lack of a flat surface. To deal with
the complex and compact structure, as well as the increased measurement error, We
need a variety of sensors to collect hand information collaboratively, with appropriate
calibration methods and sensor fusion methods.

2.1 Wearable Sensor

IMU was only used in aircraft navigation and large-scale equipment before, due to
limitations in size, cost and power consumption [8]. With the development of microma-
chining technology. microsensors were developed for measuring physical(e.g., Angular
velocity, Acceleration, Magnetism, strain, radiation and flow). Therefore, MEMS IMU
sensors have very attractive features of low cost, compact, fast responsibility, and totally
sourceless, making them attractive for determining the motion of small moving objects
[9]. Wearable IMUs have been widely used in various domains, including virtual reality
and real-time tracking of human action in the three-dimensional (3D) space [10].

Bending sensors [[11], [12] are flexible components that detect and quantify changes
in their physical curvature, translating them into measurable electrical resistance. As
the sensor flexes or bends in tandem with finger or hand movement, its resistance alters,
which can then be captured and processed. This makes them particularly suited for
tracking the flexion and extension of individual fingers and the hand as a whole.

The EMG sensor performs hand movement recognition, and the sensor is generally
placed on the forearm muscles. In order to recognize complex gestures and analyze
multiple EMG sensor data, deep learning methods (e.g., [13], [14], [15], [[16], [17],
[18]]) are extensively used.

The study[[19] introduces a novel real-time hand gesture recognition method using
sEMG to decode motor unit activities for various motor tasks. The method involves
segmenting EMG signals into motion-related segments and applying a convolution ker-
nel compensation algorithm for real-time global EMG decomposition. This technique
was tested on high-density EMG data from eleven non-disabled participants performing
twelve hand gestures. However, the reliance on high-density EMG data could also limit
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2.2. CALIBRATION

its practicality in everyday applications due to the need for specialized equipment and
setup.

2.2 Calibration

MIMU-based calibration has been extensively studied [20], [21]. Without limiting
to MIMU only, some studies use additional sensors to provide augmented data [22],
[23]]. Optical systems with markers are commonly used to obtain the precision orien-
tation of each segment. However, at the same time, additional sensors such as optical
systems have the disadvantage of being complex to operate and limiting the scenarios.

StoS calibration with MIMU can be categorized as assumed alignment methods,
static pose methods, and functional methods. The assumed alignment methods require
visually alignment of the MIMU sensor axes with the underlying anatomical axes [24].
This is the most intuitive method to minimize errors by coordinating visual and manual
manipulation. However, due to the three-dimensional starting point and the fuzzy initial
direction of the finger segment, it is difficult for non-experts to ensure the accuracy and
repeatability of the operation. In the static pose method, the hand motion is adjusted to
align with the static poses [25], [26]. Finger segment orientation is determined based
on the static action with known orientation. The functional method is calibrated by
performing a calibration action to obtain the joint rotation axis [27]]. First, a prescribed
joint rotation motion is executed to obtain the rotation axis. Then the vertical axis
is obtained by the gravity component and finally the remaining one axis is obtained
by cross multiplication. The body segment orientations are estimated using a joint
kinematic model [28]], [29]. The joints are calibrated by unspecified movements. For a
joint with 1 Degree of Freedom (DoF), we can perform the calibration in the process.
However, for multi-DoF joints, it is difficult for the natural motion to rotate in only one
dimension.

2.3 Sensor Fusion Technology

Sensor fusion, the amalgamation of data from diverse sensors, seeks to enhance
decision-making and inferencing by leveraging the strengths and compensating for the
weaknesses of individual sensing modalities. In this domain, two methodologies have
particularly distinguished themselves due to their efficacy in handling complex real-
world data: Kalman filtering and deep learning. While the Kalman filter and deep
learning emerge from distinct paradigms the former grounded in control theory and the
latter in artificial intelligence both have found profound applications in sensor fusion.

Looking back at the last decades, the vast majority of published finger segment
orientation estimates for inertial sensors, the methods for sensor fusion can be divided
into two categories: complementary filters and extended Kalman algorithms [27]], [30].

Several research papers (e.g.,[31], [32]) have used the Madgwick algorithm [33]],
which belongs to the complementary filter. This algorithm uses a gradient descent al-
gorithm to limit the magnetometer to eliminate drift in only the azimuthal part of the
orientation. Other research (e.g.,[25]], [26]) used the method of Thomas Seel et al.[34]
This method uses an analytical solution to restrict the magnetometer to affect only the
azimuthal part. Both of these complementary filters have constant gain. Their typical
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drawback is that the gain is always given empirically only once and is poorly extendable
to different scenarios.

The extended Kalman algorithm is based on the Kalman algorithm [35]] for non-
linear orientation estimation. Since the Kalman filter assumes that both the state and
sensor measurements are Gaussian, the particle filter may be superior to the Kalman
filter when part of the system is non-Gaussian. However, particle filters are computa-
tionally costly with a low potential for migrating to embedded systems. To improve
the system performance, it is necessary to compare the EKF [36] with the sigma-point
Kalman filter (SPKF)[37]], [38]]. Unscented Kalman filter (UKF) [39], and cubature
Kalman filter (CKF) [40], [41] are both SPKF. The EKF is the first-order accuracy of
the nonlinear functions. It is shown that a UKF performs much better than EKF, but its
run time is longer [42]]. The CKF employs a third-degree spherical-radical cubature rule
and requires only fewer cubature points. Theoretically, CKF has better computational
speed than UKF. CKF can lead to numerical instability during implementation, caus-
ing the filter divergence [40]. In combination with square root, SRCKF all resulting
covariance matrices are guaranteed to remain positive semi-definite and can solve this
problem [43]].

In contrast, deep learning is a subset of machine learning, leveraging neural net-
works with many layers to learn intricate patterns from vast amounts of data. Over the
past decade, deep learning has revolutionized fields like computer vision and sensor fu-
sion. When traditional model-based approaches, such as the Kalman filter, might falter
due to the non-linear and complex nature of the environment or the sheer dimensionality
of the data, deep learning can shine. Deep neural architectures can automatically ex-
tract salient features from multi-sensor data and learn to integrate these features in ways
that are often challenging to achieve with traditional algorithms. In the realm of sensor
fusion, deep learning can be utilized to fuse data from diverse sensors, handling non-
linearities, and capturing intricate relationships, often leading to improved performance
in challenging scenarios.

Multimodal sensor data fusion methods are crucial in systems that combine curved
sensors and vision. CNN [44] and BiLSTM [45]] methods, which can obtain information
from spatial and time series data. Fusion of CNN and BiLSTM [46]], [47] has been used
in the field of Natural language processing. Also, The skeleton of the hand using a
method called MediaPipe [48] from videos. In addition, by using the sensor, we can
expect to measure the angle of the finger more accurately even in the part that overlaps
other objects. Therefore, combining sensor data with sign language recognition will
make it possible to accurately predict hand movements.

2.4 Sign Language Recognition

In recent years, the evolution of wearable hand measurement devices has been ev-
ident, predominantly driven by miniaturization processes and advancements in algo-
rithms. Notably, data gloves [49], [50], including IMU [51] and bending sensors [52]]
[S3]], have demonstrated significant advancements in wearability, accuracy, and stabil-
ity metrics. Such advancements have consequently led to marked enhancements in the
results of sign language recognition leveraging these measurement apparatuses.

There are many studies on sign language recognition solutions based on computer
vision [54], [55], With the evolution of deep learning algorithms, the extraction and
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2.4. SIGN LANGUAGE RECOGNITION

analysis of features from visual data, including bone key point prediction [56], have
substantially improved. While sign language recognition has experienced significant
advancements, occlusions in images remain a notable challenge in computer vision.
Himanshu and Sonia’s review discusses the effects of occlusion on the visual system
[S7]. There are ways to avoid occlusion problems by using a depth camera, multiple
cameras, or labeling invisible objects. There are also methods to detect occlusion, such
as using shadows of objects and learning information before and after occlusion using
time series data.

Therefore, the complementary information of the bending sensor system and the
vision system is used to improve accuracy and stability.

Himanshu and Sonia present a review on occlusion [S7]. There are ways to avoid
occlusion problems by using a depth camera, multiple cameras, or labeling invisible
objects. There are also methods to detect occlusion, such as using shadows of objects
and learning information before and after occlusion using time series data.

Avola et al. [58] uses SHREC [8] for the dataset to perform sign language recog-
nition. SHREC is a dataset that uses a depth camera to acquire gesture skeletons. DL-
STM, a deep LSTM, is used for sign language recognition. SHREC is used and the
angles formed by the fingers of the human hand are used as features. From the pre-
dicted skeleton, the finger angles are calculated and used as features. The training using
SHREC and DLSTM enables highly accurate sign language recognition.

Liuhao [59] et al. explained the prediction of the skeleton of the hand from image
recognition. It estimates the complete 3D hand shape and poses from a monocular
RGB image, rather than a depth camera. It uses the original graph convolutional neural
network for training. In some cases in this research, recognition accuracy is reduced
due to blind spot problems.

Although motion capture using a special device such as Kinect [60] and Leap Mo-
tion Controller (LMC) [61] exist, sign language recognition using a monocular camera
is superior in that can use a common camera. In addition, there are limitations in ac-
quiring spatial information with images captured by a monocular camera. This is the
case for blind spot problems or when spatial information does not appear in the image.
By using MediaPipe, information from the camera can be acquired, and with the aid of
sensors, accurate spatial information can be acquired for more accurate sign language
recognition.

11



Chapter 3

Hand motion measurement

3.1 Introduction

With recent advances in Micro-Electro-Mechanical Systems techniques, there has
been an increased focus on sensor-based motion capture with magnetic and inertial mea-
surement units (MIMU) in recent years [62]], [63]]. In hand rehabilitation, quantifiable
measurements help clinicians make more objective diagnoses [64],[65],[5]. In virtual
reality (VR), MIMU-based hand motion capture enables users to interact naturally with
digital objects [66]].

However, the accuracy is still not comparable with optical systems, which is the
de facto standard in motion capture. The interior accuracy of inertial-based methods
has limited the widespread applications of hand motion capture. For this reason, this
paper proposes a method for estimating finger joint angles. We not only implement an
advanced sensor fusion algorithm to estimate the orientation, but also propose a novel
sensor-to-segment (StoS) calibration method.

The measurement of the joint angle is particularly critical for hand motion capture.
The hand consists of a chained multi-joint structure, so the posture and position of the
hand can be reconstructed from joint angles and finger segment lengths using forward
kinematics. Therefore, the accuracy of hand motion capture is largely dependent on the
accuracy of the joint angle measurement.

In recent years, several studies have been conducted to improve the accuracy of
joint angle measurement by clinical inertial motion capture systems. The most general
method to estimate joint angle based on the inertial sensor is to attach the MIMU sensors
on two linked finger segments, as shown in Fig. The data is then processed in three
steps. First, the sensor orientation is determined from the MIMU sensor data using a
fusion algorithm. Second, the orientation of the finger segment is aligned according to
the sensor orientation. Third, the joint angle is obtained by calculating the difference
between the finger segment orientations. This is analogous to measuring the length of
a desk with a ruler without a scale. The first step is to determine the scale of the ruler,
the second step is to align the ruler to the two edges of the desk, and the third step is to
calculate the difference between the two lengths. Measurement errors can occur during
both sensor fusion and alignment, as if the scale of the ruler were to shorten or expand
and the edges are not aligned.

The data fusion algorithm compensates for the drift of the gyroscope due to the
accelerometer and magnetometer. The extended Kalman filter (EKF) is a common ap-
proach to solve the orientation estimation problem. However, it is an approximation
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process for the linearization of the observation model in the EKF, which introduces rel-
atively large residuals in this nonlinear problem in the presence of external disturbances.
The Square Root Cubature Kalman Filter (SRCKF) is one of the sigma-point Kalman
filters (SPKFs) that have the ability to obtain higher-order accuracy in solving non-
linear problems. To the best of our knowledge, this is the first time that the SRCKF has
been used in the orientation estimation of hand motion.

Figure 3.1: MIMU data glove. Every segment contains a gyroscope, accelerometer and
magnetometer which are connected using flexible flat cables.

StoS calibration is used to resolve the misalignment between the sensor orientation
and the actual segment orientation. The misalignment is divided into two parts: on the
one hand, the initial misalignment due to the inability to directly observe the skele-
tal orientation when the sensor is mounted on the soft tissue skin. On the other hand,
in-process misalignment increases due to cumulative sensor drift over time. The three
common methods are assumed alignment, static pose, and functional methods. The
assumed alignment method uses visual assessment and manual alignment. The static
pose method aligns the sensor orientation to the known orientation of the finger seg-
ment in the static pose. This method is poorly interpreted for joint rotations. The lack
of consideration of the rotation axis also limits our further use of joint kinematics to
optimize the calibration step. The functional method uses calibration actions to align
the rotation axis. In the case of the upper limb, which has similarity to the hand, there
is no significant difference in accuracy between the three alignment methods [2]. An
important aspect is that the three method lacks calibration for accumulated errors in the
process.

The contributions of this Chapter:

1. A hand measurement system based on inertial sensors was established to measure
joint angles.

2. A StoS calibration method based on hand joint kinematic constraints is devel-
oped. The method provides anatomical interpretation and accurate joint angles,
by calibrating the joint rotation axis and performing in-process calibration.

3. SRCKEF is used for the first time in MIMU-based hand motion capture. We estab-
lish the state equation and adjust the noise parameters to achieve high accuracy
orientation.
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The rest of this paper is organized as follows. Related work is briefly reviewed for
inertial sensor hand motion capture. The SRCKF and StoS calibration methods are put
forward in Section [3.2] and the implementation process is also described in more detail
in this section. Section [3.3] shows MIMU-based data glove design. Section [3.4] shows
the experimental design and results. In Section [3.5] our system is compared with other
systems and the system results are discussed.

3.2 Methods

In this section, we describe how to obtain the hand joint angles as shown in Fig.
[3.2] focusing on the orientation of the MIMU sensor obtained by implementing SRCKF
fusion and the method of StoS calibration based on joint kinematic constraints.

I L
[ MIMU) ] (MIMU (i+1)) - Al
Raw data l lRaw data
i I'+l
SRCKF J [ SRCKF J Liber i
step 1 I, L,
Data fusion q l l 1q
Sensor-to-Segment Calibration
of Joint Kinematic constraints ‘7
step 2 S; S, ’i
- Calibraton 4 1q S: S
v«
S, i+1q _
step 3 [Joint angle g qJ Si ~ =
\ / | Difference !
Data collection Data processing

Figure 3.2: Hand motion capture system to measure joint angles (Raw data: gyroscope,
accelerometer, magnetometer, Iq: inertial sensor orientation, 5¢: finger segment orien-
tation)

3.2.1 Definition of Joint Angles

In the representation of the measurement of hand joint angles from the MIMU sys-
tem, a global coordinate system and two types of local coordinate systems are defined
(see Fig. 3.3). The Earth-based global coordinate system G in the North-East-Down
(NED) frame is defined with gravity and magnetic north reference vectors. So it should
be common for all MIMU s but is actually different and time-varying. [67]]. Each MIMU
1 has a local coordinate frame I;. Each hand segment : attached to the MIMU is a local
coordinate system S;. The coordinate system of hand segments is mostly based on the
definition of the International Society of Biomechanics (ISB) [68]. The difference is
that the functional axis is defined as the z-axis because it contributes to the interpreta-
tion of joint motion [69].
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3.2. METHODS

Figure 3.3: The definition of coordinate system (global coordinate system G, MIMU
coordinate system I;, segment coordinate system S;) and joint angle (""" q).

Sg=1q®"q 3.1)
Stg=1ae"q (3.2)
sMa="%qe g (3.3)

The rotation relationship between coordinate systems is defined by the unit quater-
nion. The sensor orientation {,q is first obtained by the sensor fusion algorithm (see
section [3.2.2)), after that the segment orientation £,q is obtained by the StoS alignment

5q (see section [3.2.3), and finally the joint angle gi“q is obtained from the orientation

of the adjacent segments. More details about quaternions for rotation can be found in
[70].

3.2.2 Sensor Fusion Algorithm

We use SRCKEF as the fusion algorithm of Attitude Estimation [37]. Fusion of mag-
netism, angular velocity and acceleration obtained from 9-Axis MIMU sensor (ICM20948)
to obtain precision attitude estimation.

Process and measurement models

Quaternion is used as the attitude representation in this filter because of the compu-
tational simplicity and the gimbal lock avoided. A quaternion measurement algorithm
based on an accelerometer and magnetometer is used as the observation model and
the gyroscope quaternion equation of motion is used as the process model to build the
Kalman filter.

At
qu = {I4><4 + T[QX]} qu—l 3.4)

where At denotes the sampling interval and [€2x] is determined with the gyroscope
output "W = (w,, w,,w.)" in sensor frame s.

0 —wy —wy, —w,

| we O W, —Wy
[Qx] = oy —w 0w, (3.5)

w, wy ~—w; 0




The observation model in quaternion form as [[71]].

The normalized acceleration and magnetic vectors A = (a,, ay, az)T and M =
(Mg, My, mz)T are read from the inertial sensor in the sensor frame /. The measurement
model is formulated as

ze=['A "M ] =Rot("a) [ A °M " (3.6)

Rot(’qy) is the rotation matrix converted from ’q.
The filter uses a state space model of the attitude estimation for dynamics ¢, and
measurements zj, at time k. wy, ~ N (0, Q) and vy, ~ N (0, Ry,)

fqp = {I4><4 + %[QX]} Tqe_1 +wy,
I (3.7)
z, = Hi qi + vy

Square root cubature Kalman filter

In this subsection, the square root cubature Kalman filter for nonlinear systems is
derived. The cubature Kalman filter employs a third-degree spherical-radical cuba-
ture rule to compute Gaussian-weighted integrals to obtain excellent performance. The
square-root filters improve the numerical stability because all the covariance matrices
are guaranteed to stay positive semi-definite.

{ rr = [ (Tp—1) + wp—1

2k = h(xg) + vg_y (3.8)

Initialization the filter, initiate state 2, and initiate square root of covariance matrix

So-
QAT(] = E [Io} 3 9
SO = chol { |:(l‘0 — Zi’o) (l‘o - i’o)T:| } ( ' )
chol{-} denotes the Cholesky decomposition of the matrix. Time update :
Generate cubature point ;.
X1+ VL(Sw),;, i=1,...,L
ik—-1 =9 . R 3.10
Aik-1 {Xkl—\/Z(Sk)i, Z:L+1,,2L ( )
1
(m) (¢) :
wz w’L 2L ) ? Y 3
Propagated cubature points
Xklk—1 = f (Xk—1)
(3.11)

2L
Xy = sz(m)Xi,lqk—la
i=1
The squared-root factor of the predicted error,

S =qr { \/ WZ-(C) (XL,k|k—1 — fi;) 7SQ,k—1} (3.12)

qr{-} denotes the QR decomposition of the matrix, S, denoted a square-root factor
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of Q k-
Measurement update:
Propagated cubature points

Zie—1 = H (Xuk-1)

2L
o m (3.13)
Zy, = E WE )Zz',k\k;—l

i=1

Calculate the Square-root of the QR decomposition

Sa = qr { \/ w® (ZLpe—1 — 2i) >SR,k1} (3.14)

Calculate the cross-covariance matrix
2L
. 1T
Iiz, = Z%(C) [Xi,k|k—1 — Xk} [Zz‘,klk—l — Zk] (3.15)
i=0

Calculate the Kalman gain
K = (Pys, /S3,) /Sa, (3.16)
Calculate the updated state
X = X + K (zx — 2y) (3.17)
Calculate the square-root factor of the error covariance
€= Vel {(vuar — 55) ~ K (Zogicr — 7)) )
Sk = qr{& Srk-1}
3.2.3 Sensor to Segment Calibration Method

StoS calibration is the method to obtain the rotational quaternion Yq between the
MIMU sensor orientation ,q and the hand segment orientation £,q. Without proper cal-
ibration, deviations from the initial value will continuously introduce errors in the mea-
surement process. Calibration is able to convert the measured values into anatomically
interpretable data, such as joint angles of flexion/extension, and abduction/adduction.

ed=c4®iq (3.19)

Initial Calibration

The sensor is fixed to the finger segment, so the relationship between the sensor
coordinate system and the segment coordinate system is approximately fixed.
The conversion of the quaternion to the axis angle Fé“()

AQ = At @ 4] (3.20)

(Va,0) = F5(Aq) (3:21)
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Figure 3.4: Joint kinematic constraints method for establishing the segment coordinate
system S. (a) Hand is placed flat on the table and the gravity is measured to get vy. (b)
Rotation axis obtained from the joint rotation action as v,.

In the joint kinematic constraints method, we add joint rotation axis constraints,
which can be obtained by functional actions [27]], or by using Gyroscope-Based Kine-
matic Constraint [[72]. As shown in Fig. to obtain vy, v,.

Vy = Vx XV, (3.22)

After that the procedure to calculate the rotational quaternion $q.

Vx
M= | v, (3.23)

Ve
The conversion of the rotation matrix to the quaternion Fg (+).
da = Fi (M) (3:24)

ta=La®eq" (3.25)

In-Process Calibration

In-process calibration refers to uninterrupted experimental collection to calibrate the
orientation of finger segment orientations by joint motion. To complete the in-process
calibration, we need to rely on three basic information:

First, the cumulated error of drift for a long time is large. The drift error in a short
time is small. q represents the quaternion and the subscript represents the orientation
at a certain moment or the rotation during a period of time. As shown in Fig. (ce:
cumulative error, k: k£ moments, k£ + n: k + n moments, n is a very short period of
time, 0 ~ k: from O to £ moments, r: real value.)

Ak =Qr @ Ace(0~k)

(3.26)
Ak+n =Ar(k+n) ® Ace(0~k) ® Ace(k~k+n)
Eq@] eliminates the error term qee(o~k) and Qee(k~ktn)-
Ait+n & qk* =qr(k+n) ® qu* (3.27)
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3.3. MIMU-BASED DATA GLOVE SYSTEM DESIGN

Second, the representation of the joint rotation axis in the finger segment coordinate
system is invariant. We can obtain a representation of the joint rotation axis in the sensor
coordinate system. The cumulated error caused by the drift on the sensor also impacted
the joint rotation axis in the sensor coordinate system.

Ak = Ark @ ee(0~k) (3.28)
The cumulated error also affects the joint axis vector ;.
Third, the rotation of adjacent finger segment orientations can be divided into two

parts, common rotation and joint rotation. Doing the difference of two adjacent finger
segment orientations can get joint rotation.

k= Par @y’

79k — (Vjve)

\E/ / \\
\
Il \ \G<'
\
A \
A
Y
X

qk+n \
12
’
e qk+n

Figure 3.5: In-process calibration, joint axes are obtained using short time n frames of
joint rotation. Eliminate the effect of accumulated sensor errors on the joint axis for
long periods of 0 ~ k.

iar ="aq, ®"q;"
j9k+n ="y @ " Qrin

Expanding through Eq[3.26|and eliminating the error term, the result only contains the
r term.

(3.29)

§A(k—k+n) =iAk+n @ Ak
= (Iqu(k—i-n) ® Iquk) ® (qu(k—i-n) ® quk)
j9(k—k+n) DO longer contains the cumulative error term from the long time. We
convert quaternions to axis angles ;qx—jin) — (Vyj,0).
The rotation quaternion between the two vectors is calculated for v,; without the

accumulated error and v.; containing the accumulated error, and the calibration is per-
. . . . Vrij
formed using this rotation quaternion v q.

(3.30)

3.3 MIMU-based Data Glove System Design

In this section, we will introduce the implementation of the MIMU-based data glove
system as shown in Fig. The system consists of two parts: data collection and data
processing and analysis.
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3.3.1 Data collection

The data collection hardware is designed to be mounted on each finger segment and
to collect data from multiple MIMU sensors.

The data glove is composed of three parts, MIMU sensor module, voltage adapter
shield, and Raspberry Pi. Each segment on the hand is deployed with a MIMU module.
Therefore we connected each MIMU module through Flexible Flat Cables (FFC). The
MIMU sensor module is an expandable measurement module composed of MIMU sen-
sors, sensor external circuits, and connectors. The 9-axis MIMU sensor (ICM20948) is
a low-power digital sensor. It contains a 3-axis gyroscope, a 3-axis accelerometer, and
a 3-axis compass. The characteristics of MIMU sensors are shown in the TABLE
The sensor is set to collect raw data at 229.8 Hz via SPI. The voltage adapter shield is
responsible for converting the 3.3v signal and power transmitted from the Raspberry Pi
into 1.8v signal and power for the MIMU module, and leads out the chip select port for
each IMU sensor module from the system processor. Raspberry Pi is a tiny computer. It
controls the data collection process for each sensor and transfers the data to a computer
via WiFi. A battery shield on the Raspberry Pi powers the glove.

3.3.2 Data processing and analysis

Data is uploaded to the server for processing and analysis. The inertial sensor raw
data is used to calculate the joint angles on an Ubuntu 18.04 server with a CPU of Intel
Core 19-10900X @ 3.70GHz. And the algorithm is programmed in python 3.6.9.

MIMU calibration is necessary before performing the sensor fusion algorithm. the
MIMU is placed stationary on a table to calibrate the accelerometer offset and the gy-
roscope offset. The magnetometer data are collected in each direction of complete
rotation. Then, the ellipse fitting algorithm is applied to calibrate the magnetometer
[73].

After that, we first perform a StoS calibration after data fusion and finally calculate
the joint angle. as described in Section V-B and Section V-C.

Table 3.1: Characteristics of the ICM?20948

Characteristics | Range ADC | Noise level
Gyroscope + 2000 deg/s | 16 Bit | 0.015 deg/s
Accelerometer | £2 g 16 Bit | 0.00023 g
Magnetometer | + 4900 uT 16 Bit | 0.15 uT

3.4 Experiment and Evaluation

In this section, we evaluate the performance of the finger joint measurement system.
First, we describe the experimental setup and the motion collection protocol. Then, we
evaluate the accuracy of our system in various settings. Finally, our system is compared
with the state-of-the-art.
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3.4.1 Experiment Setup and Data Collection Protocol

In the experiments, we used the MIMU-based data glove from Section[3.3]to collect
data. We recruited 10 male volunteers (ages 27.0 + 3.4) for the experiment. The subject
sits and performs predefined movements as in Fig. [3.6(a).

(a)

Figure 3.6: Experiment System Setup. (a) Wearing markers and data glove to perform
flat hand pose. (b) Four cameras were set up near the hand to provide low views. (c)
Display the relative positions of the 12 cameras in the optical motion capture interface.

(c)

Optical Motion Capture System

The optical motion capture system VICON is adopted as the reference system [74],
which measurement accuracy is more than ten times higher than the MIMU-based sys-
tems. VICON system consists of 12 infrared cameras, including 8 cameras equally
distributed along the outer edge of the ceiling in a measurement room and 4 cameras
set up around the subject. Since the space on the hand is relatively small, we use 8mm
markers which are trackable and small enough and shown in Fig. [3.6(a). The real sce-
nario is shown in Fig. [3.6(b) and the camera in the VICON motion capture system is
shown in Fig. [3.6(c) We use the joint angles obtained by mounting a marker at each
joint [[74], [[75].

Predefined Motions

Figure 3.7: Predefined motions in the experiment. (a) flat hand (a) swing hand (b) MCP
flexion (c) DIP_PIP flexion (d) DIP_PIP_MCP flexion

Predefined motions are shown in Fig. [3.7)and TABLE [3.2] including joint motions
and non-joint motions. We set up three finger joint motions: MCP flexion, DIP_PIP
flexion and DIP_PIP_MCP flexion. In addition, we set up the flat hand and swing. Flat
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Figure 3.8: The data collection protocol is divided into a preparation stage and a col-
lection experimental data stage. Calibration points for in-process calibration are red
circles.
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hand is the flat hand pose. These two motions have no joint angle changes but contain
different external disturbances to the inspection.

Table 3.2: Hand movement tasks

Device mounting alignment

(Dflat hand

Slow motion(0.5 Hz) Fast motion (1 Hz)
(2)Swing up and down (6)Swing up and down
(3)MCP flexion (7)MCP flexion

(4)DIP PIP flexion (8)DIP PIP flexion
(5)DIP PIP MCP flexion | (9)DIP PIP MCP flexion

Device mounting misalignment
Same as motion (1) to (9)

MCP: metacarpophalangeal joint;
PIP: proximal interphalangeal joint;
DIP: distal interphalangeal joint

Data Collection Protocol

At the beginning of the experiment, subjects were asked to wear the markers on
their hand as shown in Fig. [3.1] The protocol of data collection for each subject is
shown in Fig. [3.8] In the preparation phase, a static pose (flat hand), and joint flexion
and extension movements were performed for initial calibration. In the data collection
phase, the hand movement task was performed as shown in TABLE This process
was repeated on different days. Each subject performed each movement twice. resulting
in a total of 360 trials (10 x 18 x 2).

Data processing

The MIMU system and optical system are independent. The alignment of coordi-
nate systems and clocks between systems is important. To synchronize the two mea-
surement systems [[71]], [76], three optical markers are mounted on the MIMU of wrist,
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Figure 3.9: The angular rates of the optical and MIMU systems in
unsynchronized and synchronized

as shown in Fig. [3.1] The position of markers is measured, and then the reference ori-
entation parameters are extracted by post-processing. The angular velocity is calculated
by reference orientation. In the experiments, firstly, the MIMU is kept stationary and
the orientation of the MIMU is obtained using the SRCKF, and then we calculate the
offset between the two coordinate systems. Second, for each experimental data, we
perform a cross-correlation between the two angular velocities and determine the time
drift by the extreme value of the correlation coefficient obtained at the beginning of the
experiment from static to motion as shown in Fig. 3.9

The parameter settings for in-process calibration are shown in Fig. The suitable
calibration range is 0.2s movement over 10 degrees, marked by the red dashed line. We
set the calibration point as the initial point of the suitable calibration range shown by
the red circle, and do not repeat the calibration within 1s.

3.4.2 Results of Joint Angle Accuracy

Examples are shown in Fig. with joint angles after data processing from the
proposed system and the optical motion capture system in the three joint flexion tasks
in one trial. For optical systems, it is not possible to install markers on all finger seg-
ments. This is because when two marker points are too close together, the system often
misidentifies them as one marker point. Therefore, we collect test data with one finger,
the middle finger, as a representative.

The accuracy of the MIMU-based hand motion analysis obtained was assessed using
the Root Mean Square Error (RMSE) as in equation (3.31).

n

RMSE = | (5)S (s — 2,)? (3.31)

n <
i=1

The average RMSE of the flexion/extension angles of the middle finger is 5.5°(4.0°)
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Figure 3.10: Examples of middle finger joint angle measurements in three knuckle
tasks versus an optical reference system. (A) MCP flexion; (B) PIP_DIP flexion; (C)
MCP_PIP_DIP flexion;

over all dynamic movements, as shown in TABLE [3.4] The dynamic motion average
RMSE is much larger than the static ones.

Different type of movements

To investigate the effects of different types of movements, we compared the system
performance in 1 pose and 4 movements settings, including flat hand pose, swings up
and down, MCP flexion, DIP_PIP flexion, and DIP_PIP_MCP flexion. Flat hand pose
means that the segment of the hand remains immobile during the task. we collected
joint angle data from 10 participants. As shown in Fig. 3.11] the average RMSE for 1
pose and 4 movements are 0.82°, 3.2°, 5.8°, 6.2°, and 7.0°, respectively. The joint angle
of the flat hand pose is accurate due to the small range of motion (ROM). As the ROM
of the motion becomes larger, the external disturbances also become larger, causing the
average RMSE to gradually increase.
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3.4. EXPERIMENT AND EVALUATION
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3: MCP flexion 4: DIP_PIP flexion
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Figure 3.11: Compare 1 pose and 4 different movements.

Movement speed

To investigate the effect of different motion speeds, we compared the system in a
stationary pose, in slow motion (motion speed 0.5 Hz), in and fast motion (motion speed
1 Hz). Fig. shows the average RMSE of joint angles at different motion speeds.
As can be seen in the figure, the average RMSE of the flat hand pose is the smallest, the
inertial sensor receives less external interference during slow motion, and the joint angle
is more accurate, with an average RMSE of 5.2°. In contrast, the external disturbance
of fast motion is large, and the average RMSE is 5.8°.

0 - T T
slow fast

---- mean median

Figure 3.12: RMSE boxplot in Static, Slow Motion, and Fast Motion (movement
speed).
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Sampling rates

We use downsampling to illustrate the effect of the sampling rate on the joint an-
gular accuracy of the finger. We used the same data set of MCP flexion slow, DIP_PIP
flexion slow, DIP_PIP_MCP flexion slow, MCP flexion fast, DIP_PIP flexion fast, and
DIP_PIP_MCP flexion fast by 2 participants at a sampling rate of 229.8 Hz. Then, the
data are downsampled to 200 Hz, 100 Hz, 50 Hz, 25 Hz, and 10 Hz to determine the
average RMSE of the finger joint angles at each sampling rate. In the experiment, slow
means that the movement period is about 0.5 Hz and fast means that the movement
period is about 1 Hz. The results are shown in Fig. [3.13] The average RMSE of the
finger flexion motion decreases as the sampling frequency increases. In practice, we set
the sample rate of the instrument to 200 Hz to obtain as much information as possible
about finger flexion.

I T T T

10Hz 25Hz 50Hz 100Hz200Hz

Figure 3.13: The finger flexion data at 229.8 Hz were downsampled to obtain the data
at 10, 25, 50, 100, and 200Hz. The RMSE of the finger flexion motion decreases as the
sampling frequency increases (sampling rates).

Mounting orientation

We set up two ways for the sensor to finger segment with different mounting ori-
entations in order to evaluate the performance of the system. These orientations of
alignment (0 degrees offset) and misalignment (about 30 degrees offset) as shown in
Fig. [3.15] Data were collected in all poses and motions including flat hand pose, Swing
up and down, MCP flexion, DIP_PIP flexion, and DIP_PIP_MCP flexion. Data were col-
lected from 10 participants under the initial orientation of both installed devices. Fig.
shows the results for different mounting orientations. Our system is not affected
by the mounting orientations, and we observe no significant difference between the two
mounting orientations. Consequently, our system is insensitive to mount orientation.

Comparison with Representative Method

In this section, we compare our system with existing work. The hand motion cap-
ture system [26] is based on the static pose method on StoS calibration. To compare
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3.4. EXPERIMENT AND EVALUATION
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Figure 3.14: RMSE boxplot in alignment and misalignment (mounting orientation).

Table 3.3: Our system is compared with Kortier’s systems (EKF: extended Kalman
filter)

Number of | Sample | Data fusion | flexion tasks (100Hz)
Researches(year) Hardware . .
subjects | frequency | algorithm (MCP/PIP/DIP)
Ours ICM20948 10 200Hz SRCKF 4.3°/3.8°/3.9°
Kortier et al. (2016)[27] | STLSM330DLC 3 100Hz EKF 5.0°/7.3°/5.6°

the two calibration methods, both the proposed method and the static pose method use
the orientation estimate of the SRCKF with high accuracy as input. The computational
complexity of the calibration part is O(n) in each calibration part. We used the same
data set for comparison, which contains 1 pose and 4 dynamic movements, including
flat hand pose, swings up and down, MCP flexion, DIP_PIP flexion, and DIP_PIP_MCP
flexion. As shown in Fig. [3.16] Our method in the flat hand pose has a similar average
RMSE as the static pose method. In addition, our method provides more accurate joint
angle estimates in 4 dynamic motions. However, in practice, many parameter adjust-
ments are highly correlated with the equipment. Therefore, this result is only illustrative
in these experimental and parameter settings.

Al

Figure 3.15: Two types of mounting orientations include alignment (0 degrees offset)
and misalignment (about 30 degrees offset).
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Figure 3.16: Box plot of the proposed method and the static pose method for RMSE in
different types of movements.

3.5 Discussion

We proposed and evaluated a MIMU-based hand motion capture system for mea-
suring finger joint angles. The average RMSE between our system and the optical
reference system with markers was 5.5°(4.0°). The system was also tested in various
experimental settings, verifying that it is accurate and stable.

From the intuitive results of the experiments, the average RMSE of the joint angle
is related to the ROM of joint movement, and DoF of joints. However, ROM and
joint DoF should not be restricted. To improve the accuracy of the system, considering
the characteristics of the inertial sensor and the biological structure of the hand, the
following dilemma exists. Inertial sensor measurements are subject to inherent errors,
especially in activities such as rotation and translation or vibration. These external
disturbances are not completely captured by the model built by the filter. The soft tissue
artifact (STA) effect of the hand has a large individual variation, a lack of measurement
tools and methods, and no established mathematical model. In addition, STA affects
the crosstalk of multi-DoF joints and becomes larger.

Our system 1s compared with another hand joint measurement system as shown in
TABLE Currently, there is no unified convention as a reference system for measur-
ing hand joint angles of inertial-based motion capture systems. The optical system is
highly accurate but costly, so there are relatively few similar studies using optical sys-
tems as reference systems. However, it is necessary for the reference system to be one
order of magnitude more accurate than the inertial system. Therefore, we only compare
with the study that uses optical system as reference.

Kortier et al. [27] researched and built a hand motion capture system. And van den
Noort et al. [//]] evaluated Kortier’s system for the accurate measurement of various fin-
ger motor tasks. The optical system was used as a reference system similar to ours. We
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3.6. SUMMARY

selected the same motion patterns (MCP flexion, DIP_PIP flexion, and DIP_PIP_MCP
flexion) and same motion frequency (0.5 Hz) as experimental data and downsampled
them to 100 Hz for comparison with Kortier’s system. We improved the accuracy in
each joint.

3.6 Summary

This paper proposed a hand motion capture system for measuring hand joint angles.
Data fusion is performed with the SRCKF, and StoS calibration is performed with a
joint kinematic constraints method. A highly customizable hardware platform is con-
structed. The modular unit is easily expandable and directly taped to the back of the
hand to maintain the intra-palmar tactile sensation of the hand. The errors are measured
quantitatively by the optical system. The RMSE of the joint angle is 5.5°(4.0°) for
dynamic motion. The stability of the system was verified by setting the type of move-
ments, movement speed, sampling rates, and mounting orientation in four experiments.

The proposed method is a valuable approach for estimating finger joint angles by
improving key steps to enhance accuracy. However, there are still many problems that
need to be resolved. All non-invasive techniques, such as MIMU-based systems or
marker-based optical systems, are subject to soft tissue artifact (STA) effects. A more
ideal reference system would be direct magnetic resonance imaging (MRI) of the bone.
MRI would be a powerful tool to further research on eliminating STA effects. Future
work is needed to understand the soft tissue properties and the effect of skin on MIMU
during movement. A promising method for future research is to combine the joint
kinematic constraints method to compensate for drift.
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Chapter 4

Bending Sensor and Inertial Sensor
based on Weighted DTW Fusion

4.1 Introduction

In Japan, there are about 341000 hearing impaired people [78]. The general way
to communicate between a healthy person and hearing impairment is communication
by writing or sign language. However, communication by writing takes a lot of time.
And, sign language that hearing impairment people use is not familiar to healthy people
or acquired hearing impairment people. Each of the two approaches has problems that
hinder smooth communication in society.

Sign language recognition has always been a research problem that has received a
lot of attention. There have been a large number of studies on sign language recognition
in recent years [[79-82].

Sign language recognition systems can be divided into non-wearable and wearable
approaches. The non-wearable generally include vision-based [83,84] and WiFi signal-
based [85, 186] methods in non-wearable ones. Another approach is to recognize sign
language with wearable sensor-based data gloves [187, 88]].

Due to the development of deep learning methods in visual sign language recogni-
tion, the recognition rate has been improved. However, deep learning is driven by data,
and the quality of data collection greatly affects the results. Insufficient video frames
and occlusions will also reduce the recognition accuracy. Gerges et al. [56] estab-
lished a dynamic hand recognition based on MediaPipe’s Landmarks and compared the
recognition accuracy of three deep learning methods: Gated recurrent unit (GRU), Long
Short Term Memory (LSTM), and Bi-directional LSTM (BILSTM). Data set collection
requires complete characters, no occlusion, and a fixed duration. It is difficult to achieve
these requirements in actual use. Chang et al. [89] studied the research that recognizes
sign language by detecting the place of nails and wrist by pictures of the hand. It recog-
nizes language by Skelton of hand and distribution of skin color from taken picture of
the hand. However, the systems that hearing-impaired people need to use in their daily
lives can detect not only the hand shape part of sign language but also the dynamic part
of hand movement in sign language. In other vision-based methods, there is the way
that uses color gloves and Kinect stored from Microsoft. Shibata et al.[11] uses color
gloves for recognizing sign language. The color glove has every color at every finger
and wrist. And, it recognizes by moving distance and area of glove colors. However,
in the detection step, the background or the user’s clothing is the same color as the part
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of the glove, which cannot be recognized in this way. Kinect can detect hand motions
and hand-places. Muaaz et al.[90] developed a system that can recognize American
Sign Language with Kinect. This system has a high recognition rate of an average of
80%. And, this system can make easy sentences by recognizing Sign-Language words.
However, this system is also limited by the camera, and we can only use this system in
limited positions without occlusion. In daily life, it can be a large barrier for hearing
impairments to use the system.

Vision-based sign language recognition is limited by the nature of camera view
observation and is not good at capturing complex two-handed interaction movements
because of occlusion. It is also susceptible to the influence of the environment between
the camera and the object. The way of wearable sensors and Data-Glove forces users
to some burdens. But data gloves can collect data steadily in complex environments,
without the problem of line of sight obstruction, noisy backgrounds, and inadequate
light. It can even be used outdoors, in low visibility. The camera method is subject to
a variety of environmental constraints. Therefore, we plan to use wearable devices to
capture the complex motion of the fingers.

Inrecent years, wearable sensor-based data gloves with the continuous improvement
of processing information technology and the miniaturization and high functionality of
equipment. Wearable sensor-based data gloves have been able to operate a large amount
of information and more complex processing.

Common wearable sensor data gloves for sign language recognition include flexible
sensor flex sensor [91], Inertial measurement unit (IMU) [92] surface electromyography
(sEMG) [93,, 194], and touch sensor [95]]. As shown in Table @, we compared the
studies of various sensors. Portability in the table refers to whether good results can be
obtained without any data from new users. EMG data has a large individual variation.
When using the Bilinear Model for classification, a new subject needs to perform at
least one motion. The recognition rate will drop significantly without using the Bilinear
Model.

The information directly related to the hand in sign language includes 21 degrees
of freedom of the joints on the hand, and the spatial displacement and orientation of
the hand. Complicated information makes it difficult to obtain appropriate characteris-
tics through a single type of sensor. Korzeniewska et al. [91] chose Velostat to make
bending sensors to collect data to identify Polish Sign Language and obtained a letter
recognition rate of 86.5%. However, sign language generally uses words as the unit of
recognition. Youngmin Na et al. [92] installed an accelerometer on the index finger to
recognize static letter gestures in the Korean sign language alphabet, but sign language
contains a lot of dynamic gestures, and only static gesture recognition is not enough.
Jakub et al. [96]] collect IMU sensor data installed on the palm and fingertips, and use
parallel Hidden Markov Model (HMM) approaches for sign language recognition. The
finger shape data can be obtained by combining the IMU data on the fingertips and the
IMU data on the palm. For collecting hand shape features, multiple inertial sensors are
more expensive than multiple bending sensors.

Data gloves from a single type of sensor either collect much missing hand infor-
mation or cost a high price to implement. So multi-sensor fusion is a better solution.
The use of wearable sensors and data gloves is moving toward practical applications as
MEMS technology advances sensors are being miniaturized. It also breaks down the
spatial limitations of the hand, making multi-sensor data collection possible. Among
the multiple combinations, inertial sensors to collect hand motion and bending sensors
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4.2. APPLICATION MODEL AND SIGN LANGUAGES DATESET

Table 4.1: Comparison of related research (KNN: K-nearest neighbor)

Research Sensor Subject | Kinds | Portability Algorithm Dyna.mlc
Motion

Muaaz et al. [16] Kinect 5 10 o DTW o
Tateno et al. [19] EMG 20 20 X LSTM o
Lee et al. [21] Touch - 36 o Tree X
Faisal et al, [23] | [nerualand | 55 3 ° KNN o

Flex

Inertial and

Chu et al. [26] Flex Force 3 7 o DTW o
Ours Inertial and | 20 o weighted DTW o

Flex

to collect hand shape are the common approaches[23-26]. Faisal et al.[97]] used the
KNearest Neighbors (KNN) classifier 14 static and 3 dynamic gestures Sign Language
Recognition. Faisal et al. [52] collected data from 25 subjects for 24 static and 16 dy-
namic American sign language gestures for the validating system. Boon Giin Lee et al.
[98] use the support vector machine (SVM) to classify the American sign language.

The combination of inertial sensors and bending sensors helps us to obtain hand
shape and motion information at a low cost. However, how to rationalize multiple
sensor data for sign language recognition is still a difficult problem. The execution
length of the actions of sign language varies greatly due to people’s habits or usage
scenarios. The Dynamic Time Warping (DTW) algorithm is a solution to compare the
similarity between time series data of different lengths. However, the current research
on the application of DTW algorithm to sign language recognition is insufficient. Chu
et al. [99] studied DTW for sign language recognition on 7 Japanese Sign Language
datasets, Validation performed using leave one out (LOO) approach recognition rates
is 82.5%. First of all 7 recognition actions are insufficient. On the other hand, the
variation between different sensors is significant in providing useful information for
sign language recognition. So it is necessary to propose weighted DTW.

In this study, inertial sensors and bending sensors can be deployed simultaneously
in the hand space to collect hand shape and motion features. It becomes a practical and
promising solution to combine these two parts of features to recognize sign language.
Thus this research Sign-Glove system is implemented, as shown in Fig.1. The develop-
ment of such systems will give us a future where we wear sensors like accessories that
make it easier to communicate between a healthy person and a hearing impaired per-
son. When we develop the system to recognize Sign-Language on portable devices with
recent technology, For the recognition algorithm of sign language, we extend DTW to
use on time series of multiple sensors. DTW is a general method for measuring the
similarity between two temporal sequences. However, for data from multiple sensors,
different sensors provide different recognition contributions. So we propose weighted
DTW, an algorithm that improves the recognition rate by setting weighted values to
raise the effect of key sensors.
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Figure 4.1: The Sign-Glove on hands
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Figure 4.2: Usage of Sign-Glove for sign language recognition.
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4.2. APPLICATION MODEL AND SIGN LANGUAGES DATESET

4.2 Application Model and Sign Languages Dateset

4.2.1 Application Model

A system presented by this research shows the meaning of a sign language word
on PC for supporting communication between a healthy person and a hearing-impaired
person. This system supposed that a user uses a pair of sign gloves and shows the
meaning of a Sign-Language word on the PC.

A user wears sign gloves on his/her hands. And, The user moves a motion of a
Sign-Language word. Then, PC shows the mean of sign language. Sign-Glove is a
device-shaped glove with WonderSense and a bending-sensor. WonderSense is the de-
vice developed in this laboratory. This model supposed that the user wants to com-
municate a Sign-Language word motion to the other. We explain the process of this
system according to Fig.2. A user moves the motion of the Sign-Language word that
he wants to communicate the word to the other. Sign-Glove measures the acceleration
of hand motion and hand shape at this time. WonderSense of Sign-Glove transmits
measured hand acceleration to WondeBox with Bluetooth Low Energy. WondeBox is
a receiver device of WonderSense. WondeBox sends measured hand acceleration data
to a PC with a serial connection. At the same time, the bending sensors of Sign-Glove
measure the hand shape. And, Arduino sends measured data with a serial connection.
Arduino is one of the AVR micon boards. Arduino is used for taking data from bending
sensors and sending the data to the PC. After the finished Sign-Language gesture, the
data values sent by sensors are computed to recognize a Sign-Language word motion.
This Sign-Language word motion is converted into a message that is associated with the
Sign-Language word motion in the PC. Finally, the PC displays the message requested
by the user. At this time, if the message is a serious one, the PC makes a sound.

4.2.2 Sign Languages Dateset

A

n'
>,
¥
< o
Hand Shape Hand Motion

Figure 4.3: Hand shape and hand motion factors for sign languages.

Sign language consists of two main components in the hand part, namely, the shape
of the hand and the overall movement of the hand. Static sign language is defined as a
special case of dynamic sign language, which specifically means that the shape of the
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hand and the hand motion remain unchanged for a period of time. Figure 3 shows the
hand shape parts and the hand motion parts of sign language.

4.2.3 Sign Language Dataset Definition

Good night Thank you
Good Evening Return Good job
»
|
No thank you Caution Please

Good

Look

Figure 4.4: Selection of sign language vocabularies with both hand shape and hand
motion factors.

The key point to recognizing sign language is to recognize the hand shape and the
hand motion at the same time. Missing one of them will significantly reduce the recog-
nition rate, such as “please” and “good”, “sick” and “obstacle”, “down” and “I see”,
as shown in Figure 4, because the hand motion of these sign languages is the same but
the shape of the hands is different. If we detect only the hand motion of these sign
language words, the result is that this sign language is completely the same. In con-
trast, Sign-Glove used in this research can detect hand shape. Thus, we can increase the
recognition rate of sign language words. Furthermore, for the same reason, we can also
achieve the correct result of recognizing sign language words, which is the same hand
shape and different hand motions.

4.3 Methods

The system architecture is shown in Fig.5. The data glove collects the physical
features and the communication structure is shown in Fig.6. We explain the design of
the system in section 4.1. We explain the recognition algorithm in section 4.2.
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4.3. METHODS
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Figure 4.5: Architecture of the system

IMU

Arduino Micro

(2)

Figure 4.6: (a) System structure diagram; (b) IMU collecting the hand motion data; (c)
bending sensor collecting the hand shape data.
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4.3.1 System Design

In this section, we explain that a Sign-Language word recognized by a system con-
structed in this research and the way to detect. First of all, we explain operation follow
of this system. This research system recognizes a Sign-Language word based on bend-
ing condition data of fingers detected by bending-sensor and acceleration data of hands
detected by WonderSense.

First, Sign-Glove wore user’s hands takes bending fingers condition data and ac-
celeration data of hands from the bending-sensor and 3-axis acceleration sensor. This
bending fingers condition data is sent from Arduino to a PC with a serial connection on
the USB cable. At the same time, the acceleration of hands detected by WonderSense
sends to WondeBox which is a data receiver with a BLE connection. And, WondeBox
sends the data to a PC with a serial connection. Until the end of a Sign-Language word
motion, Sign-Glove continues to take the values. Acceleration and bending finger state
data are stored in the computer. After that, we read the model data.

The model data is defined with the 3-axis acceleration data and bending data of
finger for all sign language words. For the recognition process, we use the Weighted
DTW algorithm to calculate the similarity between the sign language data to be recog-
nized and the model data. The highest similarity of the model data is selected. Finally,
the meaning of the sign language word is extracted from the sign language table and
displayed on the screen.

As shown in Figure 6, the data glove collects the physical features of the hand. The
IMU collects the motion features of the hand as shown in Figure 6(b). The bending
sensor collects the shape features of the hand as shown in Figure 6(c). Both sensors
are stitched to the cloth glove at the corresponding locations for fixation. The bending
sensor is fixed in a special way. When the finger is bending, the skin is stretched. But
the length of the bending sensor is fixed, so we fix the top of the bending sensor to the
fingertip position of the glove, and the middle of the sensor is restricted by the wire
without shifting from left to right. The back end of the sensor is not fixed and can be
free to stretch, only let the sensor and the back of the hand as far as possible to fit.

4.3.2 Implementation
Hardwares

We explain the construction of the hardware in this research. Sign-Glove is the
device that takes the acceleration of hand-gesture and hand-shape. Sign-Glove has
two kinds of sensors. One of the two sensors is the bending-sensor. Fig.6 (a) shows
the bending-sensor. Bending-sensor changes its resistance by bending condition. The
bending sensor has a polymer ink on one side the sensor is about 30k(2 resistance when
straight and the resistance increases when it bent. Arduino detects the change as a volt-
age change value and sends it to the PC with a USB cable. Arduino is one of the AVR
Micon boards. We use it as a banding sensor receiver. The other sensor is WonderSense.
Fig.6 (b) shows WonderSense. WonderSense collects acceleration data using a 9-axis
inertial sensor module MPU9250. WondeBox is a data receiver of WonderSense. The
core chip of the WondeBox is the PCA10040 for Bluetooth data reception. WondeBox
sends data to a PC with a USB cable. A sign-Glove device is a pair of gloves. Sign-
Glove is constructed by ten bending sensors, two Arduino, two WonderSense, and one
WondeBox. To facilitate synchronization, we sampled both the inertial and bending
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4.3. METHODS

sensor data sampling rate to 50 Hz.

Softwares

We explain data taken from WonderSense. As above, the data taken from Won-
derSense is acceleration data. The acceleration data taken from WonderSense is sent to
WonderTerminal on PC through WonderBox. WonderTeminal has a function that builds
a server. The server of WonderTerminal sends the acceleration data to our Sign system.
The acceleration data format is String and the frequency is S0Hz. We use the accel-
eration data for recognition. Our research system can save the acceleration data from
WonderSense into DataBase. We explain data taken from Bending-sensors. As above,
the data taken from Bending-sensor is a resistance value of finger bending. The resis-
tance data taken from every bending sensor is sent to our research system in PC through
Arduino. In this system, we can save the data from Bending-Sensors into Database.

4.3.3 Recognition Method
Dynamic Time Warping

The Dynamic Time Warping (DTW) algorithm is for measuring waveform similar-
ity. The DTW algorithm calculates the similarity of time-series data using Euclidean
distance. The feature of the DTW algorithm is that the length of sample data does
not become a problem for the calculation. The duration of sign language varies while
expressing the same word according to habit, proficiency, and other factors. Even in
this situation, the DTW algorithm can calculate similarity. Next, we explain how to
calculate the DTW algorithm for a single sensor.

Weighted DTW

DTW can calculate model data and sensor data similarity for a single sensor. And by
assigning weights, the Weighted DTW can effectively fuse data from multiple sensors.
The model data is the ideal data generated by analyzing the average value of the standard
action and the waveform trend of each sensor for multiple executions.

The contribution of each sensor to sign language recognition is different. In this
research, we used both bending sensors and inertial sensors. And two inertial sensors
measure the movement of two hands, and 10 bending sensors measure the bending of
ten fingers. On the one hand, the types of sensors are different, so the effectiveness of
information is different. On the other hand, even with the same sensor, for sign language
recognition, the thumb, index finger, and middle finger of the right hand provide more
critical information in many cases. While the other fingers most of the time make little
contribution to distinguishing sign language. Due to a large number of static states, the
waveform has less effective information and is more affected by noise. So setting the
same weight is unreasonable. We set different weights between 10 bending sensors,
different weights between 2 inertial sensors, and different weights between 2 types of
sensors. The weights calculation process is as follows:

39



Table 4.2: Setting of the weight parameters in the experiment.

Weight | Value | Weight | Value
« 0.05 Be 0.0002
b1 0.2448 Bz 0.0002
Ba 0.3772 Bs 0.0002
Bs 0.3776 Bo 0.0002
Ba 0.0002 5310 0.0002
Bs 0.0002 v 0.5

4.4 Experiment and Evaluation

In the experiment, we evaluate the performance of the sign language data glove. We
first describe the experimental setup. Next, the experiments compare the recognition
performance of hand shape, hand motion, and combined data of both. After that, we
verify the recognition performance of our weighted DTW.

4.4.1 Experiment Setting

Figure 4.7: The basic pose and hand position during the usage of the system: (a) side
view

We recruited 8 volunteers and collected data on 20 sign language words. The aver-
age age of subjects is 22. Each person repeated each sign language three times, and we
collected a total of 8%20*3 data. model data is the average value of multiple executions
of the standard action. Table {.2]is the weight parameters when we experiment. Next,
we introduce the usage of Sign-Glove.
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4.4. EXPERIMENT AND EVALUATION

Figure 4.8: The basic pose and hand position during the usage of the system: front view.

In this section, we explain how to wear Sign-Glove and the starting position of
recognizing a Sign-Language word when we recognize a Sign-Language word in Fig.4
with this system. First, we wear Sign-Glove on our hands. We should insert our fingers
into Sign-Glove because Sign-Glove has a bending-sensor for each finger part. Fig. 6
(a)is a correct image of wearing Sign-Gloves.

Fig. 4.7 and Fig[4.8| show a pose and hand position when we start to recognize a
Sign-Language word. A basic position is sitting in a chair, and putting your hands on
your knees. We must start to recognize a Sign-Language word from the basic position.
In this research, we start the system during recognition. And, when you finish a Sign-
language word motion, we stop this system. Then, we don’t return our hands to the
basic position.

4.4.2 Experiment Results
Comparison between the hand shape, hand motion, and combination methods

As shown in Figld.9| the recognition rate of twenty kinds of sign Language in this
experiment. Experiments were performed to calculate the recognition rate of sign lan-
guage for three kinds of feature data: combined hand motion data and hand shape part
data, only based on hand motion data, and only based on hand shape part data. The
motion data of the hand originates from the inertial sensor, which is shown as a red
rectangle on the graph. The shape of the hand originates from the bending sensor,
which is shown as a blue rectangle on the graph.
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Figure 4.9: Comparison between the hand shape, hand motion, and combination meth-
ods. (The red boxes on the right give the values of AVG and STDEV for combination
method.)

4.4.3 Comparison between using our proposed weighted DTW or
unweighted DTW

We show a result which cases when we use different weights or the same weight as
data fusion. As shown in Figl4.10]

When we use our weight by data fusion algorithm, we can take the average recog-
nition rate as 85.21% and the standard deviation is about 10.43. When we don’t use
our weight by data fusion algorithm, the average recognition rate is about 57.92% and
the standard deviation is 27.50%. So, we can understand this data fusion algorithm is
increasing the recognition rate and decreasing the standard deviation. Thus, we can say
that this algorithm is useful for recognizing sign language.

4.4.4 Discussion

We build a data glove based on bending sensors and inertial sensors to capture hand
shape and motion features, and then use weighted DTW fusion features to recognize
sign language. We experimentally verify that both hand shape and hand motion con-
tribute to sign language recognition. Moreover, the two features are complementary,
and a higher recognition rate can be obtained by fusing the two features to recognize
sign language. Adjusting the weight values to fuse the features, we find that the quality
of information provided by sensors with different placements is different. By adjusting
the weights to focus on the sensors with large value changes during the execution of
the sign language, the recognition accuracy can be improved. We collected data for
20 dynamic sign language words from 8 volunteers, and the recognition accuracy was
85.21%. The feasibility of the system was verified.

In comparison with similar systems, although there have been a large number of
studies on sign language recognition. But the defined sign language countries are dif-
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Figure 4.10: Comparison between using our proposed weighted DTW or original DTW.

Table 4.3: Comparison between using our proposed weighted DTW or original DTW.

Researches Subject Number of Algorithm | Sensor Cross-recognition
(years) words
Weighted | Bend and
Our 8 20 DTW IMU 85.21%
Chu et al. Bend and
(2021) 3 7 DTW IMU 82.5%
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ferent and the number of participants in the experiment is different. The amount of sign
language word data contained in the dataset is different. We choose Chu’s systems,
which are similar in structure to our system and both use bending sensors and IMUs,
and also use Japanese sign language, for comparison. The results are shown in Table 2,
which shows that the weighted DTW has a better recognition rate when the number of
participants and the number of recognized sign language words are both greater.

There are still many limitations of our system. The data glove prototype system
uses a breadboard, so the system is rather bulky. For some palm-related sign language
words, some times caused inaccurate movements. However, the semantic impact on the
sign language expression is minimal. It is still able to recognize sign language words in
sign language communication. For the impact of data collection, there will be data loss
or disconnection problem during long time data collection.

In addition to hand shape features and hand motion features, collecting other fea-
tures in sign language has the potential to further improve recognition rates in the future.
For example, the relationship between head and hand position, body posture, facial ex-
pressions, etc. In addition, the data features of some locations on the hand do not
contribute much to recognition, offering the possibility of simplifying the device in the
future.

4.5 Summary

In this research, we build a Sign-Glove system to recognize sign language. By an-
alyzing the process of sign language, we noticed that sign language is composed of
both hand motion and hand shape in time. Therefore, we decided to use IMU to detect
the hand motion part and the bending sensor to detect the hand shape part. Then, we
combine this information and use the weighted DTW algorithm to fuse the features and
recognize the sign language words. In the experiments, we verified the performance
of the Sign-Glove system and obtained high recognition rates of sign language. Such
a wearable glove system has the potential to greatly reduce the cost of communica-
tion for people with hearing impairment. In the future, with further improvements, we
exchange the cables for wireless connections like BLE and Xbee. In addition, word-
by-word sign language recognition was achieved, but sign language is often used to
construct meaning through continuous use. We will replace the breadboard connection
to Printed Circuit Board and Flexible Flat Cables connections to achieve more stable
data collection over a long period of time in daily use. We hope to build a system ca-
pable of continuous sign language recognition in the future. A more concise system
provides more convenient and complete sign language expressions.
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Chapter 5

Wearables and Vision Fusion Methods

5.1 Introduction

Recognition of hand motion capture is an interesting topic. Hand motion can rep-
resent many gestures. In particular, sign language plays an important role in the daily
lives of hearing-impaired people. About 2.5 billion people are expected to have some
degree of hearing loss by 2050, according to the WHO, and more than 1 billion young
people are at risk of permanent hearing loss [100]. In addition, due to the impact of
infectious diseases in recent years, online communication has become important. Fa-
cilitating communication between sign language users and non-users via video calls
remains a pertinent research focus. However, the intricate nature of sign language ges-
tures presents challenges to achieving optimal recognition solely through wearable data
gloves or camera-based systems.

Both wearable data gloves and camera-based systems have been extensively ex-
plored for sign language recognition. Bending sensors glove only focus on finger
bending degree. Consequently, several sign language words exhibiting similar cur-
vature patterns become indistinguishable. This limitation curtails the utility of such
devices. Given the significance of hand and arm gestures in sign language, it is impera-
tive for vision-based approaches to prioritize the extraction of key points data from the
hands, thereby reducing interference from extraneous background elements. Occlusion
presents a significant challenge to vision-based methodologies. During the acquisition
of hand key points, monocular cameras may fail to capture certain spatial information
due to inter-finger occlusions. Such occlusions often act as impediments, constrain-
ing the potential for enhancement in recognition accuracy. In gesture recognition, it is
easy for fingers to block each other, objects to block hands, or even parts to be nearly
blocked due to overexposure or too dark, resulting in unrecognizability. As shown in
Figure [5.1] the occlusion problem is less effective in obtaining key points. Integration
with bending sensors offers a solution, enabling precise measurement of finger angles,
even in regions overlapped by external entities.

In this research, we integrate a wearable sensor-based system with a camera-based
approach to enhance the precision of hand sign language capture. One inherent chal-
lenge in extracting skeletal information for sign language is addressing occlusions among
fingers and accessing spatial data unattainable by standalone camera systems.

To address this, our proposed system leverages hand skeletons as delineated by Me-
diaPipe for sign language prediction. We adopt a hybrid methodology, intertwining
Convolutional Neural Networks (CNN) and Bidirectional Long Short-Term Memory
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(BiLSTM) models, to bolster our sign language recognition capabilities. CNN is good
at extracting relationships between features, and BiLSTMs are adept at temporal data
feature comprehension, rendering them ideal for action-oriented tasks such as sign lan-
guage interpretation. Through this CNN + BiLSTM amalgamation, we have achieved
superior recognition accuracy compared to single-sensor solutions.

This Chapter contribution is shown below itemization.

Our devised system integrates visual and bending sensor inputs. Visual data is uti-
lized to extract essential key points and joint angles while eliminating redundancy. This
approach mitigates the influence of background and lighting variations, enhancing the
system’s generalizability and data efficiency. The flex sensor captures finger flexion
patterns, enabling adaptability across diverse environments.

We amalgamated key point coordinates, finger joint angles, and curvature features,
strategically combining multifaceted information at the feature level. This integration
forms the foundation for our CNN-BiLSTM model, facilitating information synergy
and effectively enhancing recognition rates.

Different
Word

Estimation

Similar
Result

Figure 5.1: Occlusion Problem in Hand Sign Language

5.2 Method

The system simultaneously acquires data from bending sensors and vision and uses
deep learning methods to fuse the data for sign language recognition.

The system simultaneously acquires data from bending sensors and vision and uses
deep learning methods to fuse the data for sign language recognition.

The structure of the system is shown in Figure[5.2] The system contains two inputs,
video collected by the camera and sensor data collected by the bending data glove. The
camera data is used to obtain the key points of the hand through MediaPipe, and the
joint angles of the fingers are obtained through the key points. Afterward, the joint
angle data of the key point data and the finger bending angle of the sensor are spliced
together, and the semantics of the sign language are obtained through CNN+BiLSTM
recognition.
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5.2. METHOD
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Figure 5.2: Method structure: Data collection and Training

5.2.1 2-axis bending sensor

The sensor used is a 2-axis bending sensor as shown in Figure [5.3] developed by
Bend Labs. Compared to conventional sensors, this sensor measures angular displace-
ment with higher accuracy in terms of power loss. The sensor output is the angular
displacement as computed from the vectors defined by the ends of the sensor (vl and

v2). [101]

Figure 5.3: 2-axis bending sensor from Bend Labs

5.2.2 MediaPipe

We use MediaPipe to predict skeletons from images. MediaPipe can predict face,
posture, and hand skeletons with high accuracy. This method is intended for use with
GPUs for real-time inference. However, there are also lighter and heavier versions of
the model to deal with CPU inference on mobile devices which is less accurate than
running on desktops [102]]. Fig:3.1 is the output of MediaPipe hand skeleton data.
(a) are the predicted 21 keypoint positions. In (b), the points in (a) correspond to the
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numbers. (c) is an example of using MediaPipe. In this research, 21 keypoints indicated
by red dots are used as skeleton data and used as a dataset.

[ ]
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Lo 10. MIDDLE_FINGER_PIP

(a) (b)

Figure 5.4: Skeleton and Bending Sensor Data Fusion

5.2.3 CNN+BiLSTM

Since video data is used for sign language recognition, a method that processes
both spatial information and time series data is effective. Spatial information is learned
using CNN, and time series information is learned using BiLSTM. First, a sign lan-
guage dataset is input to MediaPipe. MediaPipe outputs the keypoint data of the sign
language, which is used as skeleton data. The skeleton data is then input to the CNN
to extract spatial information, and then temporal information is extracted by BiLSTM.
The spatial and temporal information is learned and used as a model. By combining
CNN and BiLSTM, we have achieved higher recognition accuracy by learning spatial
and temporal features than only with one kind of them.

5.3 Implementation

5.3.1 Outline

The model of this sign language recognition system is shown in Figure[5.2] First, we
build a data collection system, including data gloves and cameras that collect bending
data. Then create a dataset. This data set contains video data and finger-bending data
during sign language. Next, the hand skeleton is predicted from the sign language
video. The hand skeleton is estimated using a MediaPipe. Finally, the sensor data and
the skeletal data are fused and trained with CNN + BILSTM. The model for gesture
estimation is formed.

5.3.2 Bending Sensor Glove Structure

This part describes the design of the original glove, the sensors, the sensor con-
trollers, and the sensor data structures. Figure [5.6]is the actual 2-axis bending sensor
glove. Secure the fingertips and loosely secure the rest so the sensor does not come
loose. Therefore, fixing parts was created with a 3D printer. The fingertip part is de-
signed so that the sensor can be inserted and fixed. Also, if every part fixes the sensor,
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5.3. IMPLEMENTATION
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Figure 5.5: Sensor Glove Design

the movement of the finger will be restricted, making it impossible to express sign lan-
guage. Therefore, the part other than the tip is not fixed. Also, when actually using it,
wear white gloves to hide the sensor. This will prevent from MediaPipe not recognizing
the sensor glove as a hand. Then Raspberry pi pico is used as a controller to control the
sensor. Note that sensor gloves have different values depending on the person using the
same hand pose.

5.3.3 Sign language Dataset

First, create a dataset of sign language videos to create skeleton data. The dataset is
original data from laboratory members. Sign language words are used in 32 Japanese
sign language vocabulary(SLV). The Japanese language is represented by 46 letters.
They are represented by vowels (a, i, u, e, o), and consonants (k, s, t, n, h, m, y, r,
w). The letter list used in this research is shown below 5.2. Japanese has letters with
vowels only, vowels and consonants, and special characters represented by “nn”. The
table shows consonants in columns and vowels in rows. The first column from the right
is for vowels only(”/” mean no consonants), and “nn” appears at the end of the column
for the consonant n.

5.3.4 Image Data Collection

The dataset has videos of 4 people for each word shot at 60fps with a green screen
background. The sensor glove is put on the righ hand. sign language vocabulary is
basically fixed, such as clenching a fist or raising the only index finger, and the hand is
not moved. However, some sign language vocabulary is expressed by moving the hand.

r1”, ”’no”, ’nn”, and "mo” in the wordlist table5.2. “mo” is a finger movement only,
but “ri”, “no” and “nn” are expressed by moving the wrist.
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Figure 5.6: Sensor Glove
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Figure 5.7: Japanese Sign Language Letter List
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5.3. IMPLEMENTATION

Key Point Estimation

We predict skeletal data from videos of sign language wearing sensor gloves. Me-
diaPipe estimate 21 key points and make them skeleton data. Keypoint coordinates are
3D(x, y, z) and 60 frames are acquired per second.

Calculating joint angle

Calculate finger angles from skeleton data obtained with MediaPipe. This is useful
for data argumentation of the dataset. There is one finger angle for each joint, and
angles are calculated by the inner product. For example, to calculate the angle of the
pinky finger, the keypoint k is predicted by the media pipe and calculated using

5.3.5 Collecting Sensor Data

This section describes the original Bending sensor glove and finger angle data col-
lection. We made an original Bending sensor glove to collect finger angles. The glove is
worn on the right hand. The data collected while wearing the glove is saved as a text file
on the main computer along with time stamps and angles of five fingers 2 axis angles.
In addition, a video of the sign language is also filmed at the same time as the bending
sensor data is collected. The angle of the finger acquired at the same time as the bending
sensor data and the image acquired at the same time support image recognition.

5.3.6 Data Fusion

Skeleton Data is acquired by MediaPipe, finger joint angles are calculated from
Skeleton data, and sensor data is fused. Skeleton data is 63 (21 key points * 3 dimen-
sions), finger joint angle is 15 (5 fingers * 3 joint angles), and sensor data is 10 (5 fingers
* 2-axis).

Joint Angle

Skeleton Data from Skeleton Data Sensor Data

i

21 point * 3 dimensions 5 fingers * 3 joint angles 5 fingers * 2 axis

Figure 5.8: Data Fusion
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5.4 Experiment and Evaluation

5.4.1 Experiment Purpose

In this experiment, we designed the experiment with the purpose of evaluating the
sign language recognition performance of the fusion system of curved sensor gloves
and computer vision. Experimental evaluation and discussion will be conducted by
comparing the results of sign language recognition using only skeleton data and using
all fused data.

5.4.2 [Experiment Setting

We prepared a Bending sensor glove and a camera to collect data. The camera
uses GoPro Hero10. High resolution, fast and small. Also, use a green screen for the
background and unify the background colors. Wear sensor gloves and collect sensor
data and video data. There are 32 sign language words. This data set contains 32
gestures from 4 people, with each gesture repeated 10 times.

To demonstrate the effectiveness of the sensor, occlusion is generated in the sign
language vocabulary video and recognized by MediaPipe. First, we generate an occlu-
sion in the image. Occlusion is expressed by randomly selecting the coordinates of the
keypoint obtained with MediaPipe and displaying a black square on it. Occlusion is
(80, 80) for image size (1080, 1920).

5.4.3 Experiment Process

The subject first collected stationary movements while maintaining a flat hand, pro-
viding calibration data for the glove. We turn on the gloves and the camera at the same
time to obtain synchronized data. Subjects were guided through each gesture.

In the collected video data, we added black squares to people to simulate occlusion.
Occlusion is generated at random positions for each video. Occlusion was generated by
inserting black squares at random positions in the image. However, MediaPipe may not
be able to get the Keypoint if an occlusion occurs. MediaPipe acquires skeleton data for
each frame, but if the keypoint cannot be acquired in the first frame, the output result
of MediaPipe is (x, y, z) = (-1, -1, -1), If the frame is in the middle, the output result
is the value of the previous frame. Finally, the generated occlusion data is put into the
dataset.

5.4.4 Experiment Results

The model was trained with k-Fold cross validation. For training with a small data
set, the training accuracy during training could be higher. If this is the case, the accuracy
in training may be high, but the accuracy in testing may be lowered, resulting in over-
fitting. To prevent this situation, there is a technique called k-Fold cross-validation.
In k-Fold cross-validation, data is divided into k pieces, some of which are used for
validation data and others for training data. Since all the divided data are used once for
validation data, training is performed k times. The average of the k training accuracies
is calculated as the result. The cross entropy method is calculated for the loss function.
If the probability distributions of p and q are approximate, the cross-entropy loss is
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smaller. In other words, the closer the learning accuracy approaches 1, the closer the
result approaches 0. Results for the skeleton data only are shown below. There were
2282 number of samples extracted from the skeleton data. There are 261 test data, and
the remaining data is training and evaluation data. Also, training data and evaluation
data are split at a ratio of 4:1, there are 640 training data and 275 evaluation data.
Training data is used for training, evaluation is used for evaluation during training, and
test data is used for model evaluation.

accuracy
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Figure 5.9: Accuracy curve of Only Skeleton Data

The training curve is shown below. The blue line shows the accuracy of Training,
the orange line shows the accuracy of Validation, and the green line shows the accuracy
of validation with Test data. For the Skeleton-only validation, cross-validation was
performed 5 times, with an average training accuracy of 85.9% when training and 73.5%
when using test data 6.3. For the Fusion data validation, cross-validation was performed
5 times, with an average training accuracy of 99.2% when training and 96.5% when
using test data 6.5.

5.4.5 Discussion

The overall recognition rate of the fused system is improved compared to using only
skeleton data. At the same time, the fused system uses fewer epochs to obtain a stable
recognition rate and has lower overfitting. But there are some situations worth improv-
ing. First, some sign language movements are indistinguishable using only bending
sensors. The values are exactly the same, which will cause a conflict in recognition
judgments. In addition, when recognizing partially similar sign languages, the added
sensor data values are similar, and the recognition results of some actions are lower.
When the recognition effect using only skeleton data is poor, the sensor has a comple-
mentary effect.
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Figure 5.11: Confusion Matrix: Only Skeleton Data
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5.5 Summary

In this research, we aimed to improve sign language recognition with occlusion
accuracy by combining CNN+BiLSTM and also combining bending sensor data with
skeleton data. The combination of the CNN+BiLSTM method allowed us to perform
finger character recognition better than using it alone. However, there were limitations
in acquiring spatial information, such as blind spot problems. Therefore, we used a
2-axis bending sensor to assist with spatial information. The performance evaluation
of the original 2-axis bending glove further strengthened the spatial information of sign
language. By using sensor data, we were able to improve sign language recognition
accuracy in the presence of occlusion compared to skeleton data alone. Our future
task is to provide the system with complementary hand movement measurement data of
more different modalities.
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Chapter 6

Conclusion

In the study of hand movement measurement and recognition, it is imperative to
acquire precise and consistent data. The inherent drift of the sensor can be mitigated
through calibration techniques. By employing suitable sensor data fusion algorithms
and capitalizing on data complementarity, noise can be minimized, thereby optimizing
measurement attributes. It is further noted that the use of appropriate decision-making
algorithms enhances reliability by harnessing redundancy and ensures decisions are
congruent with the extant data in cases of decision conflicts.

In Chapter 3, we proposed a hand motion capture system for measuring hand joint
angles. Data fusion is performed with the SRCKEF, and StoS calibration is performed
with a joint kinematic constraints method. A highly customizable hardware platform is
constructed. The modular unit is easily expandable and directly taped to the back of the
hand to maintain the intra-palmar tactile sensation of the hand. The errors are measured
quantitatively by the optical system. The proposed method is a valuable approach for
estimating finger joint angles by improving key steps to enhance accuracy. However,
there are still many problems that need to be resolved. All non-invasive techniques,
such as MIMU-based systems or marker-based optical systems, are subject to soft tis-
sue artifact (STA) effects. A more ideal reference system would be direct magnetic
resonance imaging (MRI) of the bone. MRI would be a powerful tool for further re-
search on eliminating STA effects. Future work is needed to understand the soft tissue
properties and the effect of skin on MIMU during movement.

In Chapter 4, we build a Sign-Glove system to recognize sign language. By an-
alyzing the process of sign language, we noticed that sign language is composed of
both hand motion and hand shape in time. Therefore, we decided to use IMU to detect
the hand motion part and the bending sensor to detect the hand shape part. Then, we
combine this information and use the weighted DTW algorithm to fuse the features and
recognize the sign language words. In the experiments, we verified the performance
of the Sign-Glove system and obtained high recognition rates of sign language. Such a
wearable glove system has the potential to greatly reduce the cost of communication for
people with hearing impairment. In the future, with further improvements, we exchange
the cables for wireless connections like BLE and Xbee. In addition, word-by-word sign
language recognition was achieved, but sign language is often used to construct mean-
ing through continuous use. We will replace the breadboard connection with Printed
Circuit Board and Flexible Flat Cables connections to achieve more stable data col-
lection over a long period of time in daily use. We hope to build a system capable of
continuous sign language recognition in the future. A more concise system provides
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more convenient and complete sign language expressions.

In Chapter 5, we aimed to improve sign language recognition with occlusion ac-
curacy by combining CNN+BiLSTM and also combining bending sensor data with
skeleton data. The combination of the CNN+BiLSTM method allowed us to perform
finger character recognition better than using it alone. However, there were limitations
in acquiring spatial information, such as blind spot problems. Therefore, we used a
2-axis bending sensor to assist with spatial information. The performance evaluation
of the original 2-axis bending glove further strengthened the spatial information of sign
language. By using sensor data, we were able to improve sign language recognition ac-
curacy in the presence of occlusion compared to skeleton data alone. Our future task is
to provide the system with complementary hand movement measurement data of more
different modalities.
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