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Algorithms and Architectures for Spiking Neuromorphic
Systems
Abstract

Inventing the powerful machine like the human brain has been a driving force in comput-
ing for decades. The von Neumann architecture has been considered to be a clear stan-
dard for such the system. However, the significant differences in the organization, power
consumption requirements, and the computational power of von Neumann architecture
compared to a biological brain leads to creating alternative architectures. Brain-inspired
computing or neuromorphic computing is a biologically inspired approach created from
highly connected neurons to not only model neuroscience theories but also solve machine
learning problems. The term neuromorphic was first introduced by Carver Mead in 1990,
where it referred to very large scale integration (VLSI) with analog components to mimic
biological neural systems.

In recent years, artificial neural networks (ANNs) with efficient learning methods (e.g.,
backpropagation) have shown a remarkable improvement in terms of accuracy (even better
human-level) for large-scale visual/auditory recognition and classification tasks. Particu-
larly, the convolution neural network (CNN) and recurrent neural network (RNN) have
shown promising tools for a wide range of applications such as image, video, and speech.
To reach considerable achievement, state-of-the-art neural networks, however, tend to
deeply increase their number of layers and size (i.e., deep learning). Consequently, they
require hardware platforms with a huge amount of computation as well as power con-
sumption. On the other hand, spiking neural networks (SNNs) was proposed to not only
mimic efficiently the behavior of biological neurons but also make neuromorphic systems
extremely power-efficient with tens of pJ per connection.

However, implementing a scalable interneuron communication architecture is one of
the major challenges for hardware-based SNNs. The architecture is required to maintain a
huge amount of traffic created from a massive number of neurons and synapses accommo-
dated on neural computation units. Furthermore, since the arrival time of spikes is used to
encode the information, timing violation in such communication architecture affects the
overall performance of SNNs. A shared bus as a communication medium is a poor choice
for implementing a large-scale complex SNN chip/system because adding neurons de-
creases the communication capacity of the chip and may affect the neuron’s firing rate due

xxi



to increasing length of the shared bus. Moreover, the nonlinear increase in neural connec-
tivity is too significant to be directly implemented using a dedicated point-to-point com-
munication scheme. Two-dimensional packet-switched network-on-chip (2D-NoC) has
been considered as a potential solution to deal with the interconnection problems found
in previously proposed shared communication medium based SNNs. However, such in-
terconnect strategies make it difficult to achieve a high level of parallelism and scalability
with low power consumption, especially in large-scale SNN chips.

We also consider three-dimensional network on chips (3D-NoCs) which take advan-
tage of 3D Integrated Circuits (3D-ICs) and mesh-based network on chip (NoCs) open-
ing a promising architecture for SNNs. They offer scalability and parallelism of NoCs that
are enhanced in the third dimension thanks to the short wire length and the low power
consumption of 3D-ICs interconnects. Consequently, 3D-NoCs are considered to be
one of the most advanced and suitable for SNN systems, with capabilities of extremely
high bandwidth, efficient scalability, and low power. However, to take the advantages
for SNNs, 3D-NoC demands an efficient multicast routing algorithm to deal with a high
traffic pattern where a presynaptic neuron sends spikes to a subset of postsynaptic ones.
Furthermore, due to the complex nature of 3D-ICs and the continuing shrinkage of the
semiconductor components, 3D-NoC based systems are becoming susceptible to a vari-
ety of faults. Especially in SNNs, when connections are faulty, the post-synaptic neuron
becomes silent or near-silent (i.e, firing rate reduction). This may degrade overall system
performance.

Starting from the facts mentioned above, this dissertation proposes algorithms and ar-
chitectures for spiking neural network systems based on 3D-NoC (3DNoC-SNN). First,
a performance assessment for 3DNoC-SNN is presented to analyze the system perfor-
mance with different spiking neural network topologies, spike routing methods (i.e., uni-
cast, multicast and broadcast), and in both with and without faults occurring in the system.
This analytical model aims to early analyze the system architecture before actual imple-
mentation. Second, this dissertation proposes novel multicast spike routing algorithms
which are a combination of k-means clustering and tree-based routing method. Adopting
k-means is as a partition method helping to get overall balanced traffic and then improve
system performance. Moreover, a fault-tolerant multicast routing algorithm is also pro-
posed to deal with connection faults in the system, in which primary and backup routing
paths are pre-defined. When faults appear in the primary route, routers switch incoming
spike packages via the backup path. This reduces recovery overhead, average latency, and
enables the system to avoid timing violation of SNNs. Finally, architecture and hardware
design and evaluation of the proposed 3DNoC-SNN system are presented to evaluate the
proposed works, as well as compare with the analytical model.
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スパイキングニューロモルフィックシステムのためのアルゴリズム
及びアーキテクチャ 

概要 
 
数⼗年にわたり、⼈間の脳のような強⼒な計算機を発明することがコンピ

ュータの分野においての原動⼒とされてきた。フォン・ノイマン型アーキテクチ
ャは、これらのようなシステムにおいて、明らかな基準とされている。しかし、
その構成における重⼤な違いである、電⼒消費量、⽣物の脳に⽐べたフォン・ノ
イマン型アーキテクチャの計算能⼒は、新たなアーキテクチャの創出につながっ
た。脳に想起された、もしくは、脳の構造を模した計算システムという新たな計
算⼿段は、⾼度に結びついている神経細胞から創出され、⼈間の脳構造を模した
理論を形成するだけでなく、機械学習における問題を解くことにつながってい
る。”Neuromorphic”という専⾨⽤語は １９９０年にCarver Meadにより最初に
つくられたものであり、それはアナログな部品を付帯した超⼤規模集積回路
(VLSI)による⽣物的神経細胞システムの模倣を指したことばからきている 

近年では、⼈⼯神経細胞ネットワーク(ANNs)と、誤差逆伝搬法のような
効率的な学習⼿法が、⼤規模な視覚・聴覚的認識と分類において、精度の観点か
ら、顕著な功績を⽰しており、それはときに⼈間のレベルを凌駕することもあっ
た。特に、畳み込みニューラルネット(CNN)と再帰型ニューラルネットは、画像、
動画、⾳声のような幅広い分野における有望なツールとしての成果を⽰している。
著しい成果、最先端なニューラルネットに達するとき、そこには深層ニューラル
ネットとよばれるような、深く増加された層や⼤きさのネットワークが形成され
る。結果として、それらは⼤規模な計算量と消費電⼒を必要とするハードウェア
プラットフォームを必要とする。⼀⽅で、スパイキングニューラルネット(SNN)
は、⽣物の神経細胞を効率的に模倣するだけでなく、⾮常に電⼒効率の良い脳の
構造を模したシステムの構成（⼀つの結びつきにつき、数⼗ pJ 程度）を可能に
する。 

しかしながら、拡張可能な神経細胞の通信アーキテクチャを実装すること
は、ハードウェアを基盤とした SNN の実装における⼤きな課題となっている。
そのアーキテクチャは、膨⼤なニューロンとその計算に⽤いられる接続部におけ
る、⼤規模な通信網の制御性を維持することが必要とされしまう。さらに、スパ
イクの到達時間はデータの加⼯に⽤いられ、タイミング違反は SNN の処理全体
に影響を与えてしまう。通信⼿段としての共有バスは、ニューロン数を増やすこ
とは通信容量を減少させることにつながるため、⼤規模で複雑な SNN回路/シス
テムの実装において乏しい選択であり、共有バスの⻑さを増加させることからそ
れはニューロンの発⽕率に影響するとされる。さらに、ニューロンの接続におけ
る⾮線形的増加はとても著しく、ポイント・ツー・ポイント型の通信に適⽤され
るような直接の接続は実装できない。⼆次元パケットスイッチ型ネットワーク・
オン・チップ（NoC）は、先で述べられたような共有バスを媒体とした SNN の
実装おける相互通信問題に対する潜在的な解決策として考えられている。しかし
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ながら、そのような相互通信における戦略は、⾼い並列性と拡張性および⼤規模
な SNN 回路における低消費電⼒を獲得する上で⼤きな困難を要することにつな
がる。 

私たちは、SNN において有望なアーキテクチャとされる３次元階層にお
ける集積に利点を持つ３次元ネットワーク・オン・チップについても考えます。
それらは、３次元化することにより縮⼩されたワイヤーのおかげで、ネットワー
ク・オン・チップにおいての拡張性と並列性を提供する。結果として、⾮常に⾼
い帯域幅と効率的な拡張性、低消費電⼒により、３次元型 NoCはもっとも SNN
のシステムにおいて最も適しているとされるものの中の⼀つである。しかしなが
ら、SNNにおいてこのような利点を受けるために、３次元型 NoCは、⾼度な交
通形態に対処するための、効率的なマルチキャストルーティングアルゴリズムを
必要とする。さらに、３次元型 NoC の複雑性と継続的なセミコンダクタ部品の
縮⼩により、３次元型 NoC を元ととしたシステムは様々な⽋陥に対して影響を
受けやすくなってしまう。特に SNN において、接続に⽋陥が⽣じた場合、ポス
トシナプティックなニューロンは、発⽕率の現象に⾒られるような、静もしくは
ほとんど静な状態になってしまう。これはシステム全体の性能を低下させてしま
う。 

以上に述べられた事実をはじめ、この論⽂では３D-NoC をベースとした
スパイキングニューラルネット(3D-NoC-SNN)のためのアルゴリズムとアーキテ
クチャを提案する。第⼀に、３DNoC-SNN の性能評価は、ユニキャスト、マル
チキャスト、ブロードキャストのようなスパイクルーティングの⽅法、そしてシ
ステムに発⽣する⽋陥のあるかないかにおいて、異なるトポロジーの SNN との
⽐較で⾏われた。第⼆に、この論⽂は画期的な、k-平均法とツリーベースのルー
ティング⽅法の組み合わせによるマルチキャストスパイクルーティングアルゴリ
ズムについて提案する。分割⽅法としてk-平均法を採⽤することは、全体的にバ
ランスの取れた交通を可能にし、システムの性能を向上させることにつながった。
さらに、フォールトトレラントなマルチキャストルーティングアルゴリズムは、
主要な経路とバックアップ経路を設けることにより、システムにおける接続の⽋
落に対処することにも役⽴てられた。主要ルートにおいて⽋陥が現れた時、ルー
ターはバックアップ経路を⽤いて、⼊⼒スパイクのパッケージを切り替える。こ
れは復旧にかかるオーバーヘッド、平均遅延を削減し、システムがタイミング違
反を回避することを可能とした。最後に、アーキテクチャとハードウェアの設計
と提案された 3D-NoC-SNN システムは、解析的な⽐較により提案された仕事に
ついての評価を⽰した。 
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1
Introduction

1.1 Brain-inspired Computing: Towards a New Computation

Paradigm

Von Neumann Architecture

The Von Neumann architecture, that was presented 60 years ago, is still a solid base for

computer design. The architecture operates in a sequential manner where data is fetched

from memory. This concept is very powerful in building supercomputing machines used

in a wide range of applications such as quantum mechanics, weather forecasting, climate

research, and so on. However, the architecture has faced challenges: (1) in the traditional

von Neumann architecture, both data and instructions are stored in the memory, as shown
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(a) von Neumann architecture (b) Brain-inspired architecture

(c) Signal in computer (d) Spiking pulse signal in biological brain

Up to GHz Up to 1 kHz

Figure 1.1: Computation paradigm is shifted from (a) von Neumann (centric computation)
to (b) brain-inspired computing (distributed computation)

in Figure 1.1 (a). From this, the CPU can fetch the instructions from the memory and

compute arithmetic operations on the data; it however cannot do both at the same time.

Consequently, this results in the well-known memory wall problem of the data move-

ment between the CPU and the memory which has become the bottleneck of the entire

system [1]. (2) The continued success of the development of the modern von Neumann

computing system was secondly enabled by increasing the transistor integration density,

followed by the multicore architecture. This was presented in Moore’s law predicting that

the integration density is doubled every 18 months. The silicon semiconductor industry

has shown extraordinary achievements throughout its history. However, since the density

of data continuously escalates, extracting valuable information from this huge amount of

data becomes computationally expensive, even for supercomputers. Furthermore, when

transistors are getting smaller and their power density keeps constant, the questions of

domination of dynamic power and the increase in leakage current [2] are raised. Conse-

quently, this slows down the transistor switching rate as well as the overall speed of the

system if an efficient cooling mechanism is not employed.

As the end of Moore’s law seems closer than ever (see Figure 1.2), computer scientists
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Figure 1.2: End of the road - a shringking challenge of of physical gate length at 10nm [3].

Figure 1.3: Power density and clock frequency challenges of conventional computing archi-
tecture [4].
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Table 1.1: Comparison of von Neumann and Neuro-inspired computing

von Neumann Neuro-inspired computing
Very high operation frequency
(GHz)

Low operation frequency (KHz)

Centric computation Distributed computation
Low parallelism High parallelism
Low power efficiency High power efficiency

have been exploring to build machines as complex and efficient as our brain, dealing with

power density and clock frequency challenges of the conventional architecture, as shown

in Figure 1.3. Our brain works completely different compared to traditional vonNeumann

architecture. In fact, there are many secrets behind how the human brain works. What

we know is that it distributes computation and memory (see Figure 1.1(b)) among 100

billion biological neurons, and each of them is highly connected with thousands of others

via synapses. Neurons communicate with each other through spikes (i. e., short electrical

pulses or spikes). The brain is a powerful computation system that helps us survive, adapt,

and predict while consuming tens of watts, as summarized in Table 1.1.

Brain-inspired Computing

Brain-inspired computing or neuromorphic computing is a biologically inspired ap-

proach created from highly connected neurons to not only model neuroscience theories

but also solve machine learning problems. The term neuromorphic was first introduced

by Carver Mead in 1990 [5], where it referred to very large scale integration (VLSI) with

analog components to mimic biological neural systems. Such systems can be categorized

as non-spiking and spiking approaches. First, the non-spiking approach is referred to as

the implementation of traditional artificial neural networks (ANNs), in which it aims to

improve throughput over power (or acceleration purpose). In recent years, ANNs have

shown a remarkable improvement in terms of accuracy (even better human-level [6]) for

large-scale visual/auditory recognition and classification tasks. Particularly, the convo-

lution neural network (CNN) [7] and recurrent neural network (RNN) [8] have shown

promising tools for a wide range of applications such as image, video, and speech. Nowa-
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Figure 1.4: An illustration of ANN and SNN hardware implementations for a handwritten
digit recognition application.

days, they are typically trained by using graphic processing units (GPUs) or on the cloud

side. To reach considerable achievement, state-of-the-art neural networks tend to deeply

increase their number of layers and size (i.e., deep learning). For example, Residual Net-

work (ResNet) [9] has 152 layers to achieve 3.57% error on the ImageNet test set (1st place

on the ILSVRC 2015 classification challenge [10]). However, this leads to challenges for

hardware systems in terms of computation, memory and communication resources. For

example, Google’s autoencoder [11] was implemented on a cluster of 16,000 processing

cores consuming ∼100 kW of power to successfully recognize faces of cats from ten mil-

lion images captured from YouTube videos.

The second approach based on spiking neural networks (SNNs), witnesses increasing

attention both to gain a better understanding of the brain and to explore novel biologically-

inspired computations. SNNs have been successfully applied for solving practical prob-

lems such as visual recognition and classification tasks [12]. Besides, implementations

of neuromorphic hardware have enabled large-scale networks to run in real-time, which
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is a critical requirement for several applications, including neuro-robotics control, brain-

machine interfaces, and robotic decision making. In principle, SNNs attempt to mimic

the information processing in the mammalian brain based on parallel arrays of neurons

which communicate via spike events. Unlike the typical multi-layer perceptron networks

where neurons fire at each propagation cycle, the spiking neurons fire only when a mem-

brane potential reaches a specific value. In SNN, information is encoded using various en-

coding schemes, such as coincidence coding, rate coding or temporal coding [13]. There

have been many spiking neuron models proposed. SNN typically employs integrate-and-

fire neurons model [14] in which a neuron generates voltage spikes (roughly 1ms in du-

ration per spike) that can travel down nerve fibers if it receives enough stimuli from other

neurons with the presence of external stimuli. These pulses may vary in amplitude, shape,

and duration, but they are generally treated as identical events. To better model, the dy-

namics of the ion channel in a biological neuron, which is nonlinear and stochastic, the

Hodgkin-Huxley [15] conductance-based neuron is often used. However, the Hodgkin-

Huxley model is too complicated to be used for a large scale simulation or hardware im-

plementation.

Software simulation of SNN is a flexible method for investigating the behavior of neu-

ronal systems. However, simulation of a large (deep) SNN system in software is slow. An

alternative approach is a hardware implementation, which provides the possibility to gen-

erate independent spikes accurately and simultaneously output spikes in real-time. Hard-

ware implementations also have the advantage of computational speedup over software

simulations and can take full advantage of their inherent parallelism. Hardware imple-

mentation of ANN and SNN is explained in Figure 1.4. Specialized hardware architec-

tures with multiple neuro-cores could exploit the parallelism inherent within neural net-

works to provide high processing speeds with high power-efficiency, which make SNNs

suitable for embedded neuromorphic devices and control applications. For example, a

TrueNorth chip [16] consists of 4,096 neuro-synaptic cores with one million integrate-

and-fire neurons and 256 million SRAM synapses. It consumes only 65 mW of power to
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perform real-time (30 frames/s) object recognition tasks.

1.2 Motivation: Power, Scaling, and Reliability Challenges

Inventing the powerful machine like the human brain has been a driving force in com-

puting for decades. The von Neumann architecture has been considered to be a clear stan-

dard for such a system. However, the significant differences in the organization, power

consumption requirements, and the computational power of von Neumann architecture

compared to a biological brain leads to creating alternative architectures. As inspired by

the biological brain, neuromorphic systems require high computation power that can per-

form operations in parallel. Such systems are more suitable for real-time applications such

as: real-time control [17], real-time digital image reconstruction [18], and autonomous

robot control [19]. These systems emphasize many simple processing components (i.e., as

a form of neurons) combined with dense interconnections between them (i.e., as the form

of synapses). This makes that traditional von Neumann architectures are not able to meet

this requirement because of the bottleneck [1] coming from the separation of memory

and processing unit. Therefore, there is a high demand for neuromorphic systems that

can deal with this bottleneck as well as challenges related to end of Moore’s law and the

end of Dennard scaling. Furthermore, extremely low power operation is an important mo-

tivation at the moment and this is inspired by the human brain which performs extremely

complex computations with small power, about 20 watts. It, therefore, motivates us to

adopt spiking neural networks (SNNs) in our work instead of artificial neural networks

(ANNs).

A major challenge of neuromorphic implementation is scalability. It requires a scal-

able interneuron communication architecture that can maintain a huge amount of traffic

created from a massive number of neurons and synapses accommodated on neuron com-

putation units. Since arrival time of spikes is used to encode the information, timing

violation in such communication architecture affects the overall performance of SNNs. A

shared bus as a communication medium is a poor choice for implementing a large-scale
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Figure 1.5: Neuron firing rate over different input arrival times: (a) Example of a postsy-
naptic neuron (N4) receiving incoming spikes from three presynaptic neurons, (b) Firing
rate =1, (C) Firing rate =0.

complex SNN chip/system with multicast routing because adding neurons decreases the

communication capacity of the chip and may affect the neuron’s firing rate due to increas-

ing length of the shared bus. Moreover, the nonlinear increase in neural connectivity is

too significant to be directly implemented using a dedicated point-to-point communica-

tion scheme. Two-dimensional packet-switched network-on-chip (2D-NoC) [20] has

been considered as a potential solution to deal with the interconnection problems found

in previously proposed shared communication medium based SNNs [21, 22]. However,

such interconnect strategies make it difficult to achieve high scalability with low power

consumption, especially in large-scale SNN chips. From another hand, the routing al-

gorithm also plays a vital role in neuron communications because it influences the load

balance across the network and the overall latency of system [20]. Since the traffic pat-

tern in a given SNN is in a one-to-many fashion, where a presynaptic neuron sends spikes

to a subset of postsynaptic ones, the use of conventional unicast-based routing in large-

scale SNNs is inefficient [23].

One of the othermain problems of hardware implementations for SNNs is their reliabil-

ity potential. Although it has been claimed that SNNs have some intrinsic fault-tolerance
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0, (d) long latency of a connection with an inefficient routing algorithm resulting in the
firing rate = 0.

properties thanks to their massive and parallel structures inspired by the biological neural

models, it is not always the case when it comes to practical cases [24]. In fact, with the

challenges inherited from the continuing shrinkage of semiconductor components, the

implementation of SNNs in hardware exposes them to a variety of faults [24]. The fault

risk becomes even more important as we move towards integrating large-scale SNNs for

embedded systems when the yield becomes a major problem [25]. When considering the

inter-neuron communication reliability, faults may affect the system performance, espe-

cially when they occur in critical applications (e.g., aerospace, autonomous car, biomedical,

etc.). Such failures can result in undesirable inaccuracies or even irreversible severe con-

sequences. In SNNs, when faults occur in the inter-neuron connections, the postsynaptic

neurons become silent or near-silent (low firing activity). As shown in Figure 1.6 (c), at

the presence of a broken link in the N1-to-N4 connection, the membrane potential of N4

fails to reach the threshold that would allow it to fire an output spike, as it is the case in

Figure 1.6 (b). This leads to a reduction in the firing rate of the postsynaptic neuron. Con-

sequently, it may have an impact on the overall performance of SNN models based on the

rate coding method [26]. Neurons with low firing rates become more susceptible to noisy
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firing rates and temporal jitter of spikes resulting in an increase of the variance [27]. As

a result, it demands efficient fault-tolerant techniques. In such mechanisms, the recovery

time is one of the important requirements. The long latency of a fault-tolerant routing

method may influence the firing rate, as shown in Fig. 1.6 (d). It may impact especially,

SNN models using a temporal coding method that is based on the relative timing between

spikes. Therefore, the challenge to find efficient fault-tolerant solutions is becoming more

important with the integration of large SNNs onto silicon. Routing algorithms are con-

sidered as one of the most efficient recovery mechanisms in SNNs as they play a vital role

in neuron communication performance. In addition, when considering fault-tolerance

requirements, the routing algorithm should be carefully chosen in order to minimize the

inter-neuron communication latency; otherwise, the postsynaptic node accuracy can be

compromised despite the fact that the failure has been worked around. Figure 1.6 (d) il-

lustrates a clear example of such a case. In this figure, we can see that the long latency due

to an inappropriate routing can prevent the postsynaptic neuron to timely fire the output

spike.

1.3 Dissertation Goals and Contributions

In this thesis, we present algorithms and architectures for spiking neural network sys-

tems based on 3D-NoC, named 3DNoC-SNN. The system exploits the inherent 3D

structure of the brain to reduce the communication distances between neurons and allows

the seamless implementation of large-scale SNN-based computing systems. The evalu-

ation results show essential characteristics, such as low-latency, high throughput, main-

taining the traffic at high fault-rates and low power footprint that make the proposed ar-

chitecture suitable for large-scale SNN-based embedded AI implementations. The main

contributions of this dissertation are summarized as follows:

1. Aperformance assessment for 3DNoC-SNN. The assessment is done by providing

an analytic model to analyze the system performance with different spiking neural

network topologies, spike routing methods (i.e., unicast, multicast and broadcast),

10



and in both with and without faults occurring in the system. The goal is to provide

an efficient and accurate performance assessment to early understand and evaluate

the advantages and drawbacks of potential neural network topologies before the

actual hardware development of the SNN system.

2. Multicast spike routing algorithms for 3DNoC-SNN. In SNNs, a neuron needs

to send their output spikes to thousands of others. In addition, neurons also have

different spiking operation modes with different spike rates. As a result, an efficient

multicast routing method is highly demanded. This thesis proposes novel routing

algorithms which are a combination of k-means clustering and tree-based routing

method. Adopting k-means is as a partition method helping to get overall balanced

traffic and then improve system performance as well.

3. A fault-tolerant routing mechanism to deal with link faults in the 3DNoC-SNN

system. In SNNs, when faults occur in inter-neuron connection, the postsynap-

tic neuron becomes silent because it does not receive enough inputs (spikes) from

presynaptic ones. To deal with this issue, this thesis proposes a new fault-tolerant

routing algorithm where it pre-defines primary and backup routing paths. When

faults appear in the primary route, routers switch incoming spike packages via the

backup path. This reduces recovery overhead, average latency, and enables the sys-

tem to avoid timing violation of SNNs.

1.4 Dissertation Organization

The remaining parts of this thesis is organized as follows:

• In chapter 2, we first overview neural networks, its generations, and topologies. We

then present the fundamental of neural networks and their hardware implementa-

tion.

• Chapter 3 presents some of the important related works which deal with inter-

11
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neuron connection challenges in neuromorphic systems. Furthermore, we also pro-

vide a survey of fault-tolerance in neural network systems.

• Chapter 4 provides an analytical model to assess the performance of 3DNoC-SNN

under different spiking neural network topologies and routing methods. It is con-

ducted under considerations of the fault and no-fault appearance.

• Chapter 5 is dedicated to introducing the proposed multicast routing algorithms.

First, it describes a K-means based multicast routing algorithm (KMCR). It then

presents an improved algorithm of KMCR, named SP-KMCR. Finally, a fault-

tolerant multicast routing algorithm (FTSP-KMCR) that based on SP-KMCR is

presented.

• In Chapter 6, we present the system architecture. We then describe its two main

components that are a spiking neural processing core (SNPC) as a main computa-

tional unit and a 3D router where the proposed spike routing algorithms are imple-

mented. Furthermore, some aspects of deploying the applications onto the system

are also presented.

• We dedicate Chapter 7 for presenting implementation, evaluation, and results. We

first describe how to implement and evaluate the proposed architecture and algo-

rithms. After that, we provide a comprehensive evaluation and results of the pro-

posed works.

• Finally in Chapter 8, we end this thesis with the conclusion before discussing further

future works.
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2
Neural Network Architecture:

Background

I
n this chapter, we first present an overview of the artificial neural net-

work, its generations, and topologies. After that, we introduce implemen-

tations of the artificial neural network and also spiking neural network, in

each of which we consider the neuron model, learning, and existing implementations.
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2.1 Neural Network

Overview

A coarse biological neuron, shown in Figure 2.1 (a) is considered to be an information

processing system. Dendrites play a role as input devices, where input signals are collected.

The neuron will process the signals and then produce output signals which are propagated

along its axon. Finally, the axon transmits the signals via synapses to dendrites of other

neurons. It is important to emphasize that this model of a biological neuron is very coarse,

and there are many different types of neurons, each of which has different properties.

axon
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dendrite axon 
terminals

synapse

axon of other 
neuron
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! = #
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Figure 2.1: (a) a cartoon drawing of a biological neuron (b) a mathematical model of a
neuron.

In the computational model of a neuron, shown in Figure 2.1 (b), each output sig-

nal (e.g., x) from a previous neuron is multiplied with a weight (e.g., w). This weight

presents the synaptic strength at that synapse. Dendrites carry the signals (e.g., wx) to

the cell body where they all get summed. In the basic model, if the final sum exceeds a cer-

tain threshold, the neuron can fire, sending a spike along its axon. An activation function

is modeled as the firing rate of the neuron.
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Figure 2.2: Generations of artificial neural network.

Neural networks can be classified into three generations according to their computation

units [28, 29], as shown in Figure 2.2:

• Thefirst generation: networks have neurons as computational units, and these neu-

rons are referred to as perceptrons or threshold gates. These networks only process

with digital inputs and outputs, boolean functions, and a single hidden layer. Mul-

tilayer perceptrons, Hopfield networks, and Boltzmann machines are typical exam-

ples of this kind of neural network.

• The second generation: each neuron in the network applies an activation function

with a continuous set of possible output values, such as sigmoid or polynomial or ex-

ponential functions. Feedforward, recurrent sigmoidal neural networks, and radial

basis function units are considered typical examples of this generation. Moreover,

these systems compute not only arbitrary boolean functions but also functions with

analog inputs and outputs. Furthermore, neural networks in this generation support

learning algorithms based on gradient descent.

• The third generation: Spiking neural networks are considered to be a closer ap-

proach to modeling biological neurons than previous ANNs. Biological neural sys-

tems use the timing of single-action potentials (or spikes) to encode information.

Basically, each spiking neuron has a membrane potential which is integrated by in-

coming pikes. When the membrane potential exceeds a threshold, the neuron fires

(i.e., a spike is generated).
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Figure 2.3: Some common neural network topologies.

Neural Network Topologies

Neurons can be connected together in differentmanners. Typical neural network topolo-

gies are summarized, as illustrated in Figure 2.3:

• Feed forward neural networks: Figure 2.3 (a) depicts a feed forward neural network

(FF or FFNN). This network is organized into separate layers of neurons: input,

hidden, and output layers. In this architecture, there are many connections between

neurons across layers, but not within a layer. Information is fed from the front to

the back. This network usually is used with the back-propagation training method.

There are some other neural networks with the same topology as FFNNs. If neurons

use a simple binary function, this architecture is called Perceptron (B) or Multilayer

perceptron (MLP). The simplest network, with two input neurons and one output

neuron, can be used to model logic gates. Radial basis function (RBF) [30] networks

are FFNNswith neurons having radial basis functions. RBFs are suitable for pattern

recognition and classification.
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• Hopfield neural network (HFs): HFs [31] are quite different compared to the sys-

tems mentioned above, as shown in Figure 2.3 (b). In this architecture, each neuron

is connected to others. Neurons play distinct roles when the network is trained, they

are input, hidden, and output, corresponding to before, during, and after training

respectively. HFs offer a model for understanding human memory. They are also

used as content-addressable memories. Boltzmann machines (BMs) [32] are pretty

similar to HFs. However, BMs are composed of some input neurons, while the

others are hidden neurons. The input neurons will become output neurons after

each update of the full network.

• Recurrent neural networks (RNNs): As shown in Figure 2.3 (c), RNNs are pretty

similar to FFNNs, but the hidden layers are replaced by recurrent neural layers.

Unlike FFNNs, neurons in RNNs are not only fed from the previous layer but also

from the previous pass of themselves [33]. This results in different outputs when

changing the order of information in feeding. RNNs can be used in many areas

where the data form can be represented as a sequence such as a string of text. Thus,

RNNs are regularly used in autocompletion systems and machine translation. A

big drawback of RNNs is the vanishing/exploding problem when using gradient

descent technique.

2.2 Artificial Neural Network

2.2.1 Learning Rules

One of the major challenges for neuromorphic designs is how to implement learning

algorithms. In general, implementation of learning algorithm can be performed on-chip

or off-chip depending on many factors such as neural network models and hardware re-

sources.
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Supervised Learning

Backpropagation (BP), a supervised learning method, is the most commonly used algo-

rithm for programming neuromorphic systems. It can be employed in many neural net-

work models such as feed-forward neural networks, recurrent neural networks, and convo-

lution neural networks. The simple way to implement BP in hardware is off-chip [34, 35].

In this case, PB is performed on a traditional host machine. After that, pre-trained param-

eters are transferred or configured into the target neuromorphic chip. While this method

benefits for taking precision of software implementation and requiring lower hardware

resource, it is not suitable for systems that have to re-train frequently. However, on-chip

BP implementations have been used in many neuromorphic systems [36, 37]. Besides,

variations of BP that are optimized or simplified for neuromorphic systems are also im-

plemented [38, 39]. There are other on-chip learning implementations for convolution

neural networks [40, 41], Boltzmann machines [42], Restricted Boltzmann machines [43]

and deep belief networks [44].

Unsupervised Learning

Compared to supervised learning, implementations of unsupervised learning are less

popular. There have been some on-chip ones implemented in neuromorphic systems.

Most of them were based on self-organizing maps or self-organizing learning rules [45–

47].

2.2.2 Fundamental Implementation

For ANN neurons, the inputs, weights, and outputs are presented as real values. In

general, implementations of ANN neurons can be categorized in two ways: analog and

digital. Analog implementations offer power efficiency with low area cost and high pro-

cessing speed, but their downside is a limited accuracy due to being susceptible to noise

and difficulty in presenting real values. On the other hand, digital implementations bene-

fit high computation precision, high reliability, and programmability, but they suffer high

area cost and high latency compared to analog approaches.
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(a) (b) (c)

Figure 2.4: Synapse implementation: (a) Analog: memristor bridge synaptic circuit [48].
Digital: (b) 12T scheduler SRAM Cell (simplified) (c) 6T core SRAM cell [16].

Digital neuron implementations are relatively straightforward thanks to supporting

powerful design tools. Also, synaptic strengths (weights) are implemented by using reg-

isters, latches, or SRAM (see Figure 2.4(b-c)). In addition, all elementary operations

such as adders, subtracters, and multipliers can be implemented by available standard cir-

cuits [49] while implementation of non-linear activation functions such as sigmoid use

specialized hardware, approximated mechanisms (i.e., piecewise-linear function) [35], or

look-up tables [50].

Apart from digital CMOS technologies, FPGAs are very attractive due to its pro-

grammability and short development time. An FPGA implementation for a general-

purpose neuron is presented in [51]. In [52], authors discussed how to implement a single

neuron with parallel computation blocks, in addition to bit precision and use of look-up

table. Other attractive works were presented in [53, 54]. In these works, authors also dis-

cussed implementations and optimization methods of arithmetic operations on FPGAs

such as shift add neural arithmetic for fast perceptron and non-linear activation functions.

Analog neuron implementations: In the analog domain, weights are usually imple-

mented by using registers [55], charge-coupled devices [56], capacitors [57, 58], floating

gate EEP-ROMS [59], or memristor in recent years (see Figure 2.4(a)). For non-linear

activation functions, the characteristic can sometimes be captured directly or using some

approximation functions [60]. Although it is difficult to implement a coherent set of all
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Table 2.1: Platform comparison for neuromorphic implementation [62].

Parallel
com-
puter

FPNN
in
FPGA

DSP FPGA Analog
ASIC

Digital
ASIC

Speed + + - + +++ ++
Area - - + - + +++ ++
Cost - - ++ ++ ++ - - - -
Design time + +++ ++ ++ - - - -
Reliability ++ ++ ++ ++ - - +
- - very unfavorable, - unfavorable
+ favorable, ++ very favorable, +++ highly favorable

the basic elements, some operations can be easy to achieve by exploiting simple physical

effects [61], such as accumulator can be presented by summing currents (Kirchhoff ’s cur-

rent law). Table 2.1 compares different platforms for hardware implementation of neural

networks.

2.2.3 Existing Architectures

Digital platform: This is mainly the kind of available neural network platforms, with

several categories. First, bit-slice architectures where a processor is composed of mod-

ules processing bit-field for ”slice” of an operand. Micro Devices’ MD1220 neural bit

slice [63] is an example. It composes of eight neurons that have eight 16-bit synapses.

Slice platforms generally employ off-chip learning. Another kind of platforms is based on

single instruction multiple data (SIMD), in which each PE runs the same instruction at

the time on different datasets. For instance, work in [64] proposes a SIMD based pro-

cessor optimized for image processing. It composes of 16 PEs, each has 24-bit 2K-word

local memory and support 24 instructions. Array-based architectures are common de-

signs, especially for neural network acceleration purpose. This architecture composes of

multiple PEs in an array where they operate synchronously in the pipeline manner. They

are optimized to be very suitable for implementing matrix multiplication [65], a common

computation in ANNs. To connect PEs together, these systems use various communica-

tion architectures such as common bus [66], ring [67], and network-on-chip [68]. Apart
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from the platforms mentioned above, other approaches are self-organizing feature map

(SOFM) [69] and Digital Signal Processing (DSP) processor [70].

FieldProgrammableGateArray (FPGA:) Is also an attractive platform for implement-

ing ANNs thanks to very short development time, low cost, and configurability. However,

its downside is resource limitation in implementing large neural network sizes. In [71], a

bitstream arithmetic approach is proposed for dealing with resource limitation. Due to the

advantages, FPGAs are employed in many applications such as real-time hand detection

and tracking [72] and face tracking and identity verification in video sequances [73].

Analog Platforms: Compared to digital approaches, analog platforms are less common

due to challenges in implementations. In the early stage of analog implementations, Intel

introduced Electrically Trainable AnalogNeural Network (ETANN) 80170NX chip [59].

It is a powerful analog chip composing of 64 fully-connected neurons and 10240 synapses,

supporting on-chip learning. While neuron states are presented in voltages, weights use

floating gates. ETANN can be scaled up to 1024 neurons with 81,920 synaptic weights,

using direct-pin/bus interconnection. Authors in [74] proposed a mixed-signal CMOS

feed-forward chip using capacitors for weights. It supports on-chip learning implement-

ing Random Weight Change algorithm to be suitable for direct feedback control. An-

other work [75] implemented a continuous-time recurrent neural network. The inter-

esting thing here is that while available states are expressed by voltages, neural signals are

conveyed as currents. This makes the system relatively robust and scalable thanks to neural

signals being maintained over long distances.

2.3 Spiking Neural Network

In this section, we first present fundamental of spiking neural network regarding en-

coding methods, neuron models, and learning rules. We then briefly introduce intercon-

nection architecture and platforms for implementing spike neuromorphic systems.
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2.3.1 Neural Coding Methods

As mentioned above, biological neurons use spikes (action potentials) which are short

electrical pulses to communicate among them. In a small area of the cortex, there are

thousands of spikes that are emitted in every millisecond. This raises the question of how

the spikes can be encoded to contain the information? In recent year, there have been

many efforts to answer this question, but none of them has proposed a general method.

Some coding methods are described as in [13]. This section summarizes two of the most

common coding methods which are rate coding and temporal coding. Unlike rate coding

method, temporal coding considers the timing of spikes.

Rate Coding

• Spike Count Rate (Average over time): This method is determined by the average

number of spikes in an interval time, as (2.1):

vsc =
nspike
Δt (2.1)

where nspike is the spike number counted, Δt is the interval (time window). The

length of Δt depends on neural models used. This coding method has been success-

fully used for experiments involving sensory and motor system.

• Spike Density Rate (Average over several runs): In this coding method, the same

stimulation sequence is repeated K times. From there, the number of spikes nK is

summed over all repetitions. The rate coding method is expressed by (2.2):

vsd =
nK
KΔt (2.2)

where Δt is the period of a repetition. Although this method is not used by biolog-

ical neurons, it is a useful method for evaluating neuron activity.

• Population activity rate (Average over several neurons): In the brain, there are a
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huge number of neurons. Many of them have the same characteristics and interact

with the same stimuli. Therefore, this method is proposed to measure the firing rate

of a population of neurons, as (2.3):

vpa =
np
NΔt (2.3)

where np is the total number of spike number generated by N neurons, Δt is the

time window.

Temporal Coding (Spike coding)

• Time toFirst Spike: This codingmethod considers the timing of the first spike after

the stimulus onset. In this coding method, a neuron could signal a strong stimula-

tion if it fires shortly after the reference signal, the latter spike becomes weaker.

• Phase: Evidence of the phase coding method was found in the hippocampus of the

rat [76]. The hippocampus and some other areas of the brain have oscillations of

some global variable which are an internal reference signal. From there, the phase

of spikes could be used to encode the information.

• Correlations andSynchrony: This codingmethod comes from the relevance of rank

order of spike patterns and synchrony between neurons which could encode infor-

mation. For example, three neurons that fire with different relative delays might

signal a different stimulus.

2.3.2 Neuron Models

A biological neuron is composed of three main components: dendrites, an axon, and

a cell body. Information is propagated between neurons through chemical or electrical

transmissions (action potentials or spikes). The typical behavior of the neuron can be

described as follows: (1) From dendrites, incoming spikes are accumulated at the cell

body, and this results in a change in the voltage potential across the cell membrane of the
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Figure 2.5: A comparison of spiking neuron models in terms of implementation cost and
biological plausibility [77].

neuron. (2) When the membrane exceeds a determined threshold, the neuron ”fires” - a

spike is generated. This spike then travels along the axon to other neurons.

SNNs can simulate the high level of biological neurons by using individual spikes. Many

models of spiking neurons have been proposed. Most of them were implemented in a way

to exhibit the same behavior mentioned above. However, they can be different from one

model to another. Choosing the appropriate model depends on the user requirements.

A pool of spiking neural models was discussed regarding the biological plausibility and

computational efficiency in [77].

Hodgkin-Huxley

In the early 1950s, Hodgkin-Huxley neural model was proposed [78]. It presents a

mathematical description of the electric current through the membrane potential v giving

the details of spike generation, as given in (2.4)

dv
dt = (


C)I− gkn(v− Ek)− gNamh(v− ENa)− gL(v− EL) (2.4)

where C is the capacitance of the circuit (Figure 2.6 (a)), I is the external current, conduc-

tances are potassium gk, sodium gNa, and leakage gL. Gating parameters n, m, and h are

determined by (2.5), (2.6), and (2.7), respectively
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(a)

(b)

(c)

(d)

Figure 2.6: The Hodgkin-Huxley model: (a) the schematic diagram presents the membrane
potential, in which current injection starts at t = 5 ms as (b), while (c) and (d) show the
dependency of the gating variables n, m and h on the membrane potential v [79].

dn
dt = (n∞(v)− n)/τn(v) (2.5)

dm
dt = (m∞(v)− m)/τm(v) (2.6)

dh
dt = (h∞(v)− h)/τh(v) (2.7)

The Hodgkin-Huxley model is the most biological plausible, as shown in Figure 2.5.

However, its complexity with many parameters consumes a huge amount of hardware

resource. It, therefore, is extremely expensive for large scale implementations.
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Figure 2.7: Known types of the Izhikevich neuron with different values of the parameters
a, b, c, d [80].

Izhikevich

Compared to Hodgkin-Huxley, a less complex model was proposed by Izhikevich [80].

The model is described by the following equations:

dv
dt = .v + v+ − u+ I (2.8)

du
dt = a(bv− u) (2.9)

v← c

u← u+ d
if v ≥ mV (2.10)

where v is the membrane potential of the neuron, u is a membrane recovery variable,

I is the neuron current, a, b, c, d are parameters of the models, in which the various

values of these parameters result in different types of neuron, as shown in Figure 2.7.

When membrane potential v exceeds the threshold (30mV), the membrane potential v

and recovery variable v are reset as 2.10.
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Figure 2.8: Schematic diagram of the LIF model (soma, the circuit is in the dashed cir-
cle) [13].

Leaky Integrate and fire

Leaky Integrate and Fire (LIF) model is one of the most common used in SNN. This

model is described as the following equations:

dv
dt = I+ a− bv (2.11)

v← c, if v ≥ vth (2.12)

where v is the membrane potential of the neuron, I is the neuron current, a, b, and c are

parameters of the model. When the membrane potential v exceeds a threshold vth, it will

be reset to c.

The basic circuit presenting LIF model is shown in Figure 2.8. It composes of a capac-

itor C and a resistor R that are connected in parallel and driven by a current I(t).

In summary, among the existing spiking models, Hodgkin-Huxley [78], Izhikevich

[80], and Leaky Integrate-and-Fire (LIF) [81] are often used. The Hodgkin-Huxley type

is the best when measurable physiological parameters are highly considered. However, it
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(a) (b)

Figure 2.9: STDP: (a) Spike-timing window of STDP characterized in hippocampal cul-
tures [86] (b) a minimum complexity digital implementation of STDP [87].

composes of many coefficients. This leads to challenges when implementing large SNNs

because of high cost. In contrast, we can simulate hundreds of thousands of neurons

when using LIF neural model; but, it is incapable of producing rich spiking patterns.

Finally, the Izhikevich exhibits a good compromise in terms of biophysical similarity and

computational cost. It is close to the Hodgkin-Huxley model in biological plausibility

while analogous to the LIF in computational complexity.

2.3.3 Spiking Neural Network Learning Rules

Unsupervised Learning

Spike timing dependent plasticity (STDP) is the most popular learning rule imple-

mented in neuromorphic systems [82–84]. It is Hebbian-based coming from observation

in biological brain [85]. The operation of STDP basically depends on the arrival time of

coming spikes, in which the synaptic weigh will be increased when the spike arrived before

post-synaptic neuron ”fire” and vice versa, as illustrated in Figure 2.9a. It is an unsuper-

vised learning rule and generally implemented on-chip thanks to its friendly hardware

resource, as shown in Figure 2.9b.
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Supervised Learning

Apart from the majority of STDP, spiking neuromorphic system also adopted super-

vised learning rules. In this case, such systems use a ”teacher” signal during the training

phase. Besides, another work [88] successfully implemented spike-driven synaptic plas-

ticity (SDSP) learning rule. Unlike STDP, this learning rule induces an update each time

a pre-synaptic spike occurs. On the other hand, backpropagation is also adopted for spik-

ing systems [89]. In [90], authors first train an ANN with BP, then convert into SNN

by mapping real-value inputs/activations to average firing rates of Poisson spikes. This

mechanism can be adopted to implement on spiking hardware as an off-chip learning

method.

2.3.4 Communication Network

Communication architectures for spiking neuromorphic systems are responsible for de-

livering spikes between neuro-cores/tiles. They can be categories as intra-chip and inter-

chip. For inter-chip, address event presentation (AER) are commonly employed [91, 92].

In AER, each neuron has a unique address. Whenever a neuron generates a spike, its

address is sent to post-synaptic neurons by a high-speed digital bus. AER is suitable for

SNN implementations since it only needs to be active whenever neurons fire. To scale up

the system, a hierarchical AER as a tree structure was implemented in [93].

On the other hand, network-on-chip (NoC) is commonly implemented for on-chip

communication. In the early stage of the implementation, buses are employed in some

systems [94]. However, works in [23, 95] evaluated and compared four architectures:

bus, tree, point to point, and mesh. The results show that mesh with multicast offers

the highest performance for SNN implementations. Furthermore, AER also is used for

on-chip communication [96, 97].

2.3.5 Existing Architectures

Digital: Full custom ASIC chips have been common platforms for spiking neuromor-

phic implementations. Two well-known examples of this kind of implementation are
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TrueNorth [16] and SpiNNaker [98]. While TrueNorth only supports the leaky inte-

grate and fire neuron model with no on-chip learning, SpiNNaker offers extreme flexi-

bility in terms of the neuron model, synaptic model, and learning algorithm. However,

TrueNorth benefits energy efficiency consuming 25 pJ per connection, while the figure for

SpiNNaker is 10 nJ per connection, as reported in [99]. Also, FPGAs are commonly used

for implementing spiking neuromorphic systems [100–102]. They can be implemented

an apart of the system and also as final implementations. While FPGAs are considered

to be a great choice for acceleration over software simulations [103], they are not targeted

as platforms for achieving low power.

Analog: There are some characteristics making analog platforms to be suitable for spik-

ing implementations, such as conservation of charge, amplification, thresholding, and in-

tegration. Therefore, there are a large number of implementations [104, 105]. Besides,

analog platforms were also designed to operate in the subthreshold mode [5, 106], and

also a superthreshold mode for the speed-up purpose [107]. On the other hand, field

programmable analog arrays (FPAAs) have been used as other analog platforms [108].

They are also customized for neural network implementation such as field programmable

neural array (FPNA) [109] and Neuro FPAA [110] where they provide programmable

components such as neurons, synapses.

Mixed signal: These platforms are also common for neuromorphic systems [111, 112]

to take advantages of both analog and digital platforms. In these works, weights or some

other parameters are stored in digital memories to enable the system less noisy and more

reliable [113, 114]. Furthermore, inter-chip and intra-chip communication architectures

are also implemented in digital [115]. On the other hand, neurons are generally in the

form of analog. Two well-known systems for this kind of implementation are Neuro-

grid [116] and BrainScales [107].
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2.4 Conclusion

In this chapter, we overviewed the artificial neural networks including the spiking neu-

ral network as the latest generation and how they are implemented. Compared to con-

ventional approaches, SNNs offer not only the capability of simulating biological neural

networks but also extreme energy efficiency thanks to event-based operations and fewer

operation computations. In the next chapter, we focus on how prior works tried to solve

the interconnect challenge in spiking neuromorphic and faults in neural networks.

33





3
Related Works

I
n this chapter, we first review some state-of-the-art spiking neuromor-

phic systems in both software- and hardware-based SNN implementations.

We then present interconnect architectures proposed for SNN systems; they

are buses, 2D NoCs, and 3D NoCs. Finally, we present works relating to fault tolerance

in neural network systems.

3.1 Spiking Neuromorphic Systems

For software-based simulation, the Blue Brain project [120] is a popular simulation

platform for SNNs, and its approach is similar to several other proposed simulation meth-

ods [121]. The Blue Brain system can simulate up to 108 simple neurons or up to 104 very
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(a) (b) 

(c) (d) 

Figure 3.1: (a) TrueNorth: consisting of neurosynaptic cores, tiled in a 2D array: logical
representation (left) and physical implementation (right) [117]. (b)The architecture of the
BrainScaleS wafer-scale hardware system [118]. (c) Neurogrid architecture: software and
hardware [116] (d): SpiNNaker consists of computational units using ARM processors
and a 2D triangular mesh interconnect architecture [119].
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complex neurons as well as local and global synaptic plasticity rules defined for each neu-

ron. The simulation environment is supported on the IBM Blue Gene/L, a system using

8,192 PowerPC CPUs, each running at 700 MHz and arranged in a torus interconnec-

tion network [120]. However, this approach is expensive in terms of power consumption

which is in the order of hundreds of kilowatts. Besides, this system is considerably slow

(low level of parallelism). Thus, it does not achieve biologic real-time execution on large-

scale networks.

SpiNNaker project [98] proposes a full custom digital and massively parallel system tar-

geted to implement spiking neural network applications. The project is aimed to simulate

up to a billion neurons in real-time and support multiple neural models as well. In order

to reach the targets. the architecture composes of 2D-arranged computational nodes con-

nected via a triangular mesh NoC. In each node, there are 18 ARM968 processing cores,

in which 16 ones are dedicated for implementing spiking neurons (up to 1,000 neurons),

another core is used for monitoring, and the other is kept as a spare for dealing with fault-

tolerance problems. In addition, another NoC system is used to connect the processing

cores. By using embedded core, SpiNNaker will be extremely flexible in neuron mod-

els and learning method. However, it suffers high energy efficiency, at about 10 nJ per

connection [99].

TrueNorth [4] is another well-known hardware-based SNN, a full custom ASIC de-

sign. Each chip contains 4,096 neural cores composing of 256 integrate-and-fire neu-

rons. As a result, the system can simulate one million neurons. Besides, a NoC system

is also used to connect spiking cores. The chip can operate in a partial asynchronous and

synchronous manner. Therefore, TrueNorth chip is able to get better energy efficiency

compared to SpiNNaker, it consumes 25 pJ per connection. However, it has some short-

comings such as fixed neuron model, limited programmable connectivity, and no on-chip

learning.
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Figure 3.2: Interconnect architectures for neuromorphic systems.

3.2 Inter-neuron Communication

Hardware implementations were proposed as alternative solutions to overcome the prob-

lems of the software simulation mentioned above. Such systems require a high-parallelism

scalable interconnect architecture to convey a huge number of spike generated from neuro-

cores. Hierarchical-bus, point-to-point, or NoC interconnect architectures are widely

used, as illustrated in Figure 3.2. In this section, We survey various interconnect platforms

with spike routing methods for spiking neuromorphic systems, as shown in Figure 3.3.
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3.2.1 Hierarchical Bus-based Spike Routing

Low-cost shared-bus based SNN architectures are proposed in [94, 122]. Although

these approaches support multicast and broadcast routing, they suffer from the limitation

of scalability when the network size increases. Other works were proposed in [125, 126].

These architectures boosted the throughput; but, they were limited to small-size neural

networks.

3.2.2 2D Packet-swiched-based spike routing

There aremany ongoing SNN research projects based on 2D-NoC interconnects [4, 21–

23, 99]. Hereafter, we only review a fewwell-known projects. TheNeurogrid project [116]

uses analog computation to emulate ion-channel activity and a digital communication

scheme to support synaptic connections. Themain building block is the neuro-core, which

can accommodate a total of 65,536 quadratic integrate-and-fire neuronmodels, and it uses

an external FPGA and bank of SRAMs for digital communication between neighboring

neuro-cores. TheNeurogrid has a limitation on themaximum number of neurons per layer

(up to 2,175 neurons) that makes it unable to offer biological real time behavior [116].

H-NoC [22] is based on a hierarchical star-mesh topology to connect neurons. The

H-NoC is organized into three layers: module, tile, and cluster. At the bottom, each

module router can connect up to ten neural cells, each of them as a main neural compu-

tation element can host one or multiple neurons. In the same fashion, ten module routers

are connected to a tile router. An attractive work in [127] proposed a combination of hi-

erarchical architecture and mesh routing strategies. The architecture consists of multiple

levels of routers.

In SpiNNaker[98], the interconnection between each node is handled by a NoC using

six links, which is wrapped into a triangular lattice; this lattice is then folded onto a surface

of a toroid. A node composes of processor cores and two NoC routers, in which one

handles the communication between the microprocessors and the peripherals, and the

second controls the communications between processors and neighbor nodes. FACETS
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[128] uses amixed-signal and high-density hardware neural network architecture based on

a combination of analog neurons and a digital multilayer bus communication scheme; all of

them placed on an uncut wafer. The FACETS hardware model consists of a large number

of ASICs containing the analog neuron and synapse circuits. A full wafer can comprise

384 HICANN chips [128], resulting in a total of 196,608 neurons per wafer. To support

the neurons interconnection, this architecture uses a combination of hierarchical buses for

handling neuron communication inside the wafer, and off-wafer routers implemented on

an FPGA based on a 2D-torus topology. FACETS can offer hardware acceleration with

up to 10 µs inter-spike interval per wafer. However, the architecture consumes a large

amount of power estimated to 1kW per wafer [128].

Another work, named ClosNN, is presented in [21]. The ClosNN system uses a cus-

tomized NoC architecture based on Clos topology for the neural network. It is designed

to overcome with a high diameter of mesh and low bisection bandwidth of a hierarchical

tree. The architecture suffers from wire/router physical limitations.

3.2.3 3D Packet-swiched-based Spike Routing

The work in [129] investigated the architecture and design of a 3D stacked neuro-

morphic accelerator. The architecture targeted processing applications on a CMOS vi-

sion sensor next to the first neural network layer. The authors claimed that only modest

adaptations would be required to use the system for other applications. The 3D stacking

architecture used face-to-face bonding of two 20cm wafers using micro-bumps.

A recent work was presented in [103] about a real-time digital neuromorphic system

for the simulation of large-scale conductance-based SNNs. The architecture was imple-

mented in six Altera Stratix III FPGA boards to simulate one million neurons [103].

An AER multicast routing mechanism was used for inter-neuron communications. Al-

though the NoC architecture meets the requirements of the system, it is hardly deployed

in embedded neuromorphic systems [130].

Apart from the works mentioned above, routing methods for NoC-based SNNs need
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Figure 3.4: Multicast routing mechanisms: (a) Unicast-based (b) Path-based (c) Tree-
based.

to be taken into consideration. This is because the spike routing method affects the load

balance across the network and also the spike latency. In general, these works can be

classified as unicast-based [131], path-based [132], and tree-based [133]. A comparison

between these methods is presented in [132]. The basic ideas of these algorithms are

shown in Figure 3.4. Compared to the others, unicast-based [131] is an easy way of

implementing multicast with no hardware overhead. This is because a multicast package

will be replicated at the source node and sent sequentially to destinations. However, a

drawback of this method is that it requires a high start-up latency before injecting the

packet into the network. Besides, it also leads to a large amount of traffic because of the

injection of multiple copies.

In the path-base [132], a routing path is established from source and to each desti-

nation. Before sending, every packet header needs to contain a list of all destinations.

Whenever the packet reaches a target, the information of that destination will be removed

from the header. This helps the packet to be sequentially delivered to all destinations. A

disadvantage of this method is that it requires a long time for the packet preparation at the

source node. Besides, when increasing the size of destination sets (large size of SNNs), it

is not efficient to implement because of a large header size of packets.

Drawbacks of path-based can be overcome by tree-based [133]. In this approach, a
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”virtual” tree is constructed with the source node as the root and destinations as leafs. The

packets are sent from the source, going along branches, and reaching given destinations.

Apart from advantages, a shortcoming of this method is high congestion in wormhole

networks [134].

3.3 Fault-tolerant Neural Network

There have been many works proposed to solve the fault occurrence in hardware imple-

mentations of neural networks [24]. A taxonomy of fault-tolerant approaches is shown in

Figure 3.5

3.3.1 Learning-based approaches

These methods are based on modified conventional learning rules for dealing with faults

occurring in neural networks systems. In [135], authors presented a fault-tolerant tech-

nique based on temporary injecting faults in hidden neurons during the training process.

In this method, one to three neurons are randomly injected for each input example. An-

other work in [136] presented a modified training rule by adding a regularization term to

the cost function. A work based on the backpropagation was proposed in [137], to dealing

with faults in classification tasks. In this learning method, weights are constrained under

a limited range. In summary, although the modified learning methods do not require any

external interactions afterward, they suffer a significant increase in the computation cost

and take a long time for the training process.

Apart from the methods mentioned above, retraining methods are also wildly used.

In [138], authors proposed a method that performs retraining periodically to improve

fault-tolerance in GPGPUs systems. This method does not require either reprogram-

ming or recompilation. Work in [139] proposed a retraining method for dealing with the

impacts of timing errors in hardware-based neural networks. In this method, the retrain-

ing process is performed when output results are influenced by timing errors. Authors

in [140] presented a new learning rule mimicking self-repair capability of the brain, in

which the learning rule could reestablish the firing rate of neurons when synaptic faults
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occur.
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3.3.2 Architecture-based approaches

Regarding architecture-based, fault-tolerant methods are mainly based on the redun-

dancy of the architecture. The redundancy is implemented in pre-trained networks in-

cluding hidden neurons and their connections. Work in [141] proposed a fault-tolerant

architecture with the redundancy of certain critical neurons. This reduces the hardware

cost of the system. In this method, multiple sets of weight are stored in a processor,

recomputing neural computations with multiple processors enables the system to detect

and correct the faults in the processor, from there improving fault tolerance. Another

work [142] also presented the redundancy of critical hidden neurons combined with a

simple technique, named augmentation. In the proposed method, the weight of the con-

nections between augmented neurons and ones in the output layer is half of its original

one.

Apart from faulty neurons, faults in the connection between neurons have also been

concerned. In dealing with faults occurring connections and neurons, a method named

weight shipping was proposed in [143]. In this method, when faults appear in some

connections, their weights are shifted to other fault-free connections of the same neu-

ron. Besides, for a faulty neuron, its output connections are examined to be faulty. A

self-repairing hardware architecture was proposed in [144], as shown in Figure 3.6. This

architecture features self-detect and self-repair synaptic faults and maintains the system

performance with a fault rate of 40%. However, the experiment was taken with only two

neurons, and the architecture may suffer a scalability limitation due to its area overhead.

In SpiNNaker [119], an emergency routing was proposed to deal with congested or bro-

ken links in a 2D-NoC torus topology. The algorithm is based on redundancy in the NoC

architecture to automatically redirect a blocked packet through adjacent links to its desti-

nation. This enables the system to avoid the timing violations of SNNs when congestion

or faults occur.
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Figure 3.6: A self-detect and self-repair mechanism mimicking capability in the human
brain [144]. This mechanism is based on indirect feedback from the astrocyte cell (i.e.,
the most abundant type of glial cell in the brain), by regulating the synaptic transmission
probability of release when faults occur.

3.3.3 Hybrid approaches

Hybrid approaches are based on a combination of the learning-based and architecture-

based methods. In [145], a two-phase method was proposed to considerably improve

the fault tolerance of the system. At the first phase, by feeding input and measuring

the sensitivity, less important hidden neurons are removed. After that, some redundant

neurons are added, the network is then retrained. The evaluation results show a fault-

tolerant improvement of the system for two multiclass classification problems. This work

was then extended in [146]. In this work, the authors proposed three methods: (1) dur-

ing the backpropagation training, weights are restricted to have low magnitudes to avoid

fault-tolerant degradation caused by high magnitude weights. To achieve the desired per-

formance, hidden nodes are automatically added to the network. (2) During the training

process, artificial faults are injected to some neurons and connections. (3) unimportant

neurons are removed, while new neurons are added to share the role of critical neurons

in the network. These methods were evaluated and the results showed better robustness
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compared to other approaches.

3.4 Conclusion

In summary, we discussed in this chapter some of the important large-scale SNN sys-

tems. We also described some exiting works dealing with faults in the neural networks.

We spent the main part of this chapter reviewing many proposed works for interneuron

architecture. From these, we can find that 3D-NoCs are promising architectures for SNN

implementation, offering high parallelism, scalability, and small footprint. Therefore, it

motivates us to propose algorithms and architectures for spiking neural network systems

based on 3D-NoC in this thesis. In the next chapter, we present a performance assess-

ment model to analyze the performance of the 3DNoC architecture under different SNN

topologies and spike routing methods.
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4
Comprehensive Analytic Performance

Assessment

F
or hardware implementations of spiking neural networks, an efficient

inter-neuron connection architecture is a major challenge. This comes from

thousands of neurons need to send their spikes to their post-synaptic ones.

Therefore, this chapter presents an assessment method to help designers early understand

and evaluate the advantages and drawbacks of their potential neural network topologies

and spike routing schemes. The assessment method provides an analytic model to analyze

the performance of 3D mesh NoC over variants of two main neural network topologies

and three communication methodologies (i.e., unicast, multicast, and broadcast). In addi-
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tion, the assessment is performed under both with andwithout connection faults occurring

in the system.

The organization of this chapter is as follows: Section 4.1 presents assumptions for the

analytical model. While Section 4.2 performs analysis of the architecture without fault

injection, Section 4.3 considers injection of faults into the system. Finally, this chapter

presents the summary and discussion in the last section.

4.1 Assumption and Network Model

Theproposedmethodwas inspired by the work performed in [23, 95], where the authors

analyzed different 2D interconnect topologies for neural networks over various spike rout-

ing protocols. Our assessment is also performed for Hopfield NN (HF) and Randomly

Connected NN (RNDC) topologies over unicast (UC), multicast (MC), and broadcast

(BC) routing algorithms. Hopfield and RNDC neural networks represent various con-

nectivity structures of SNN. In Hopfield [147], every single neuron connects to all other

ones in the network. On the other hand, connectivity of RNDC [148] simply repre-

sents varieties of NN model such as feed-forward NN and deep belief NN, in which the

connection probability exponentially decreases with the distance between neurons. Fur-

thermore, the ”O” notation is used to compare the analysis results between the different

spike routing methods.

We consider a system comprising of n PEs and n routers arranged in a 
√
n× 
√
n× 
√
n

3D mesh [149–153], as shown in Figure 4.1. Assuming in this network model that each

PE has one spiking neuron.

The total number of links in a 3D-mesh NoC is given by Equation (4.1)

TLDMesh =  √n( 
√
n− ). (4.1)

As in [154], the mean distance between two nodes in 3D-mesh can be determined by
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Figure 4.1: 3D mesh NoC architecture with n neural tiles (PEs).

(4.2)

DistDMesh =

√
n − 


√
n . (4.2)

In terms of cost and performance metrics, we also use similar ones in [23, 95]. Effective

bandwidth (BWeff) is performed to evaluate the architecture performance indicating the

parallelism level of the architecture, as (4.3).

BWnn
eff,DMesh,cast =

w.TLDMesh

TotalDistnnDMesh,cast
.fNoC.UNoC, (4.3)

where nn = {HF, RNDC}, cast={UC, MC, BC}, w is the number of wires per link, fNoC

is the link frequency, and UNoC is the link utilization factor for 3D-mesh NoC. In the

case of UNoC = , BWeff reaches the maximum. From this, we can perform the average

spike injection rate of each PE (delivered rate) indicating capability of the architecture in

delivering spikes, as (4.4):

fHF
p,out,cast =

BWnn,DMesh,cast
eff

n . (4.4)

In SNNs, since a neuron cannot emit fire again after the refractory period (Trefractory), the

maximum spike frequency (offered spike rate) of a neuron is /Trefractory. From this, K is
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defined to determine the level of matching of delivered spike rate and offered spike rate,

as (4.5).

K =
fnnp,out

fnnspike,max
. (4.5)

From (4.5), K >  means that the architecture can deliver all spike injected by the neuron

in each PE corresponding to multiple being accommodated on a single PE, and vice versa.

In terms of hardware complexity, area cost as total wire area and power dissipation as

dynamic power consumed on link and gate capacitance are also estimated (described later).

4.2 Non-faulty System Assessment

4.2.1 Performance Analysis of Hopfield NN Based on a 3D-mesh

In this section, we analyze the performance of the Hopfield neural network (NN) on a

3D-mesh NoC over Unicast, Multicast, and Broadcast based spike routing schemes.

Unicast-based Spike Routing

When a neuron sends a packet (spike) to all the other neurons, the node within the

3D-NoC needs to send n-1 packets to all the others. Therefore, the total number of hops

traversed by a spike is given by Equation (4.6)

TotalDistHF
UC,DMesh = (n− ).DistDMesh =

(n− )( 
√
n − )


√
n . (4.6)

From (4.6), the effective bandwidth of a 3D-mesh NoC system is determined by

BWHF
eff,DMesh,UC =

w.TLDMesh

TotalDistHF
DMesh,UC

.fNoC.UNoC =
w

( 
√
n+ )(− 

n)
.fNoC.UNoC = O

(


√
n

)
,

(4.7)

where w is the number of wires per link, fNoC is the link frequency, UNoC is the link uti-

lization factor for 3D-mesh NoC. With n PEs, the average spiking rate of a single PE is
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given by Equation (4.8)

fHF
p,out,DMesh,UC =

BWHF
eff,DMesh,UC

n =
w

n( 
√
n+ )(− 

n)
.fNoC.UNoC. (4.8)

Besides, the maximal firing frequency for a unicast based NoC is expressed as (4.9)

fHF
spike,max,UC =


Trefractory

∼=


n.Tcycle
=

fNoC
n , (4.9)

where Trefractory is the period after a spike is generated, during that time the neuron cannot

fire again, Tcycle is the link delay (Tcycle = /fNoC). As mentioned above, in order to send

a spike the source node needs to send n −  packets, it thus takes n.Tcycle (not including

router delay because it is a constant, independent of network size). In this case, we select

Trefractory ∼= n.Tcycle.

From dividing (4.8) by (4.9), we can determine how many neurons may fire at the

maximal rate. This is represented by K, as given in (4.10)

K =
fHF
p,out,DMesh,UC

fHF
spike,max,UC

=
.w.UNoC

( 
√
n+ )(− 

n)
= O

(


√
n

)
. (4.10)

Multicast and Broadcast Based Routing Schemes

For these routing methods, since each PE only sends a packet for each spike to the

others, the number of hops is determined by the following formula:

TotalDistHF
MC/BC

∼= n. (4.11)

The efficient bandwidth, the frequencies, and K metric for Multicast and Broadcast are

calculated by the following formulas ((4.12), (4.13), (4.14), (4.15)):

BWHF
eff,MC/BC =

w 
√
n( 
√
n− )

n .fNoC.UNoC = w(− 

√
n).fNoC.UNoC = O() (4.12)
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fHF
p,out,MC/BC =

BWHFeff,MC/BC
n =

w( 
√
n− )

n 
√
n .fNoC.UNoC (4.13)

fHF
spike,max,MC/BC =


Trefractory

∼=


TcycleDistDMesh
=


√
n


√
n − 

.fNoC = O
(



√
n

)
(4.14)

K =
fHF
p,out,MC/BC

fHF
spike,max,MC/BC

∼=
w( 
√
n − )

n 
√
n .UNoC = O

(



√
n

)
. (4.15)

With the total link TLDMesh and the number of wires per linkw, the area cost of 3D-mesh

architecture can be expressed by

ADMesh = Wp.l.w.TLDMesh = .Wp.l.w.
√n( 
√
n− ) = O(n), (4.16)

where Wp is the wire pitch for a given technology, l is the average link length. Dynamic

power dissipation on links and gate capacitance are estimated as shown below:

PDMesh =
V
dd

R.l
.w.TLDMesh =

V
dd

R.l
.w.UNoC.

√n( 
√
n− ) = O(n), (4.17)

where V
dd is the supply voltage, R is the wire resistance. Table 4.1 summarize the evalu-

ated metrics for implementing Hopfield NN on a 3D-mesh NoC system. For 3D-mesh,

MC and BC offer better results than UC, at the same power consumption. Regarding

the bandwidth, while MC and BC are independent of the network size, UC suffers from

the scale-up problem. Furthermore, MC and BC provide higher spiking rate compared

to UC, and thus higher throughput as well. In comparison to a 2D counterpart, 3D-mesh

NoC shows higher power efficiency.
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Table 4.1: 2D mesh NoC [23] vs 3D mesh NoC analyzed for Hopfield NN

Metric 2D Mesh 3D Mesh (This work)
UC MC BC UC MC BC

BWeff O(/
√
n) O() O() O(/ 

√
n) O() O()

Area O(n)
Power O(n)

Spiking frequency O(/n) O(/
√
n) O(/

√
n) O(/n) O(/ 

√
n) O(/ 

√
n)

K O(/
√
n) O(/ 

√
n) O(/ 

√
n) O(/ 

√
n)

4.2.2 Performance Analysis of RNDC NN Based on a 3D-mesh

As in [23], we define the probability (p(a, b)) of having a connection between a neuron

a and a neuron b in a 3D-mesh NN architecture by the formula (4.18):

p(a, b) = C
πλ e

−D(a,b)/λ, (4.18)

where C = Nlinks = ||p(.)|| is the mean number of connections per neurons, λ is a

constant presenting spatial connectivity, and D(a, b) is Euclidean distance from a to b.

From this probability, the mean distance (DistRNDC) between the connected neurons is

determined by the following formula:

DistRNDC
=


πλ

∫∫∫
x,y,z

√
x + y + ze−

√
x+y+z/λdxdydz =

πλ

πλ = λ (4.19)

Unicast Based Routing

We first consider the case of the unicast method where a neuron sends C packets to

post-synaptic ones. Thus, the average hop count is given by:

TotalDistRNDC
DMesh,UC = DistRNDC

.Nlinks = λC. (4.20)

Since the average number of connection C is independent of the NoC dimension, C is

kept the same (C ∼=
√
n) to compare with 2D-mesh fairly. On the other hand, λ is a
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measure of locality, a small λ means that neuron is connected more locally and vice versa.

For a 2D-mesh NoC, λ ∼= 
√
n leading to optimal performance. Thus, for a 3D-mesh

NoC we can determine λ by the following formula:

λ ∼= 
√
n. (4.21)

As a result, the efficient bandwidth is given by Equation (4.22)

BWRNDC
eff,UC =

w 
√
n( 
√
n− )

 
√
n
√
n .fNoC.UNoC =

w 
√
n( 
√
n− )


√
n

.fNoC.UNoC = O( 
√
n). (4.22)

Furthermore, frequency of a single PE fUCp,out, maximal spiking rate for UC fUCspike,max, and

K ratio are given as below:

fUCp,out =
BWRNDC

eff,UC

n =
w 
√
n( 
√
n− )

n 
√
n

.fNoC.UNoC (4.23)

fUCspike,max =


.C.Tcycle
=

fNoC

√
n = O

(
√
n

)
(4.24)

K =
fUCp,out

fUCspike,max
=

w
√
n 
√
n( 
√
n− ).fNoC

n 
√
n.fNoC

.UNoC = O
(



√
n

)
. (4.25)

Multicast Based Routing

For the case of multicast, a packet needs to travel along a λ path to reach the first

destination, and then plus one hop for each of the others. With the total of C destination

nodes, the hop count for each packet is therefore determined by

TotalDistRNDC
DMesn,MC = C+DistRNDC

= C+ λ (4.26)

The bandwidth is given by the following formula:

BWRNDC
eff,DMesh,MC

∼=
w 
√
n( 
√
n− )√

n+  
√
n .fNoC.UNoC = O(

√
n). (4.27)
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As a result, the frequency is given by the following equation:

fMC
p,out =

BWRNDC
eff,DMesh,MC

n =
w 
√
n( 
√
n− )

n(
√
n+  

√
n) .fNoC.UNoC. (4.28)

With the link delay Tcycle, and average distance between two nodes in the RNDC neural

network DistRNDC, the maximal spiking frequency is expressed as below:

fMC
spike,max =


Tcycle.DistRNDC =

fNoC
λ =

fNoC
 
√
n = O

(


√
n

)
. (4.29)

From (4.28) and (4.29), K ratio is given by following equation:

K =
fMC
p,out

fMC
spike,max

=
w 
√
n( 
√
n− ) 

√
n

n(
√
n+  

√
n) .UNoC = O

(


√
n

)
, (4.30)

where UNoC is the link utilization.

Broadcast Based Routing

Since the RNDC system with broadcast based routing is similar to the case of Hop-

field (there is only a difference in network size, C for RNDC, and n for Hopfield), the

performance metrics are similar to the Hopfield NN. Furthermore, the area cost and the

power consumption are also identical to the Hopfield NN’s results. The analyzed results

for RNDC neural network are summarized in Table 4.2.

Table 4.2: 2D-mesh NoC [23] vs 3D mesh NoC performance analysis for RNDC NN
systems.

Metric 2D Mesh 3D Mesh (This work)
UC MC BC UC MC BC

BWeff O( 
√
n) O(

√
n) O() O( 

√
n) O(

√
n) O()

Area O(n)
Power O(n)

Spiking frequency O(/
√
n) O(/ 

√
n) O(/

√
n) O(/

√
n) O(/ 

√
n) O(/ 

√
n)

K O(/ 
√
n) O(/ 

√
n) O(/

√
n) O(/ 

√
n) O(/ 

√
n) O(/ 

√
n)

In conclusion, the results, shown in Tables 4.1 and 4.2, demonstrate that the 3DNoC-
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SNN system achieves higher throughput when compared to the 2D-mesh NoC NN with

the same frequency and power dissipation. We also found that, in terms of the rout-

ing method, the Multicast scheme outweighs the other routing methods (Broadcast and

Unicast).

4.3 Faulty System Assessment

This section mainly analyzes the effects of link faults on the performance of 3D-NoC

of spiking neurons architecture. Neural network topologies and communication methods

are also emulated as Section 4.2. Considering faults occurring in the system, we assume

that the system has a link fault rate α with a uniform distribution. With the link fault rate

α, the total number of functional links in a 3D-mesh NoC is given by:

TL = (− α)
√n( 
√
n− ). (4.31)

4.3.1 PerformanceAnalysis ofHopfieldNeuralNetworkBased on a 3D-mesh

In this section, we analyze the performance of the Hopfield neural network on a 3D-

mesh NoC over Unicast, Multicast, and Broadcast based spike routing schemes.

Unicast-based Spike Routing

Considering that a neuron sends a packet (spike) to all the other neurons, the node

within a 3D-NoC needs to send n-1 packets to all the others. Therefore, the total number

of hops traversed by a spike is given by:

TotalDistHF
UC = (n− ).Dist

=
(n− )( 

√
n − )


√
n

≈ n 
√
n. (4.32)

From equation (4.32), the effective bandwidth of a 3D-meshNoC system is determined

by:
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BWHF
eff,UC =

w.TL
TotalDistHF

UC
.fNoC.UNoC

=
w(− α)( 

√
n− )


√
n

.fNoC.UNoC

= O
(



√
n

)
, (4.33)

where w is the number of wires per link, fNoC is the link frequency, UNoC is the link uti-

lization factor for a 3D-mesh NoC. With n PEs, the average spiking rate of a single PE

is given by:

fHF
p,out,UC =

BWHF
eff,UC

n

=
w(− α)( 

√
n− )

n 
√
n

.fNoC.UNoC (4.34)

Besides, the maximal firing frequency for a unicast based NoC is expressed as:

fHF
spike,max,UC =


Trefractory

∼=


n.Tcycle
=

fNoC
n , (4.35)

where Trefractory is the period after which a spike is generated; during that time the neuron

cannot fire again. Tcycle is the link delay (Tcycle = /fNoC). As mentioned above, in order to

send a spike, the source node needs to send n−  packets; thus, it takes n.Tcycle. Here, we

are not including the router delay as it is a constant, independent of the network size. In

our analysis, we assume Trefractory ∼= n.Tcycle, similarly to [95].

By dividing (4.34) by (4.35), we can determine how many neurons may fire at the max-

imal rate. This is represented by K, as given in (4.36):

KHF
UC =

fHF
p,out,UC

fHF
spike,max,UC

= O
(



√
n

)
. (4.36)
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Multicast and Broadcast Based Routing Schemes

For these routing methods, since each PE only sends a single packet for each spike

which is propagated to the other neurons, the number of hops is determined by:

TotalDistHF
MC/BC

∼= n. (4.37)

The efficient bandwidth, the average spiking rate of a single PE, the maximal firing

frequency, and the K metric for Multicast and Broadcast are calculated by the equations

(4.38), (4.39), (4.40), (4.41), respectively:

BWHF
eff,MC/BC =

w(− α)( 
√
n− )


√
n .fNoC.UNoC

= O() (4.38)

fHF
p,out,MC/BC =

BWHFeff,MC/BC
n

=
w(− α)( 

√
n− )

n 
√
n .fNoC.UNoC (4.39)

fHF
spike,max,MC/BC =


Trefractory

∼=


TcycleDist

=

√
n


√
n − 

.fNoC (4.40)

KHF
MC/BC =

fHF
p,out,MC/BC

fHF
spike,max,MC/BC

= O
(



√
n

)
. (4.41)

In summary, equations (4.33), (4.36), (4.38), and (4.41) demonstrate the effect of the
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fault rate on the architecture performance (i.e., in terms of efficient bandwidth and spike

rate which a given architecture can maintain) when Hopfield neural network is run on.

Compared to UC, MC and BC offer higher bandwidth and the number of neurons can

fire at the maximum rate.

4.3.2 Performance Analysis of RNDC Neural Network Based on a 3D-mesh

Unicast based Routing

From (4.18), (4.19), (4.20), and (4.21), the efficient bandwidth can be represented as:

BWRNDC
eff,UC =

w(− α)

√
n( 
√
n− )

 
√
n
√
n .fNoC.UNoC

=
w(− α)


√
n( 
√
n− )


√
n

.fNoC.UNoC

= O( 
√
n). (4.42)

Furthermore, the average spiking rate of a single PE (fUCp,out), the maximal spiking rate

(fUCspike,max), and the K ratio for UC can be depicted as:

fUCp,out =
BWRNDC

eff,UC

n

=
w(− α)


√
n( 
√
n− )

n 
√
n

.fNoC.UNoC (4.43)

fUCspike,max =


.C.Tcycle
=

fNoC

√
n = O

(
√
n

)
(4.44)

K =
w(− α)

√
n 
√
n( 
√
n− ).fNoC

n 
√
n.fNoC

.UNoC

= O
(



√
n

)
. (4.45)
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Multicast and Broadcast Based Routing Schemes

For the case of multicast, a packet needs to travel along a λ path to reach the first

destination, and then plus one hop for each of the remaining. With a total ofC destination

nodes, the hop count for each packet is therefore determined by:

TotalDistRNDC
DMesn,MC = C+DistRNDC

= C+ λ (4.46)

Therefore, the efficient bandwidth can be formulated as:

BWRNDC
eff,MC

∼=
w(− α)


√
n( 
√
n− )√

n+  
√
n .fNoC.UNoC

= O(
√
n). (4.47)

Moreover, the average spike rate for each PE is given by:

fMC
p,out =

BWRNDC
eff,MC

n

=
w(− α)( 

√
n− )


√
n(
√
n+  

√
n) .fNoC.UNoC. (4.48)

With a link delay Tcycle, and average distance between two nodes in the RNDC neural

network DistRNDC, the maximal spiking frequency is expressed as:

fMC
spike,max =


Tcycle.DistRNDC =

fNoC
λ

=
fNoC
 
√
n = O

(


√
n

)
. (4.49)

From (4.48) and (4.49), the K ratio is given by the following equation:

K =
fMC
p,out

fMC
spike,max

=
w(− α)( 

√
n− ) 

√
n


√
n(
√
n+  

√
n) .UNoC

= O
(



√
n

)
(4.50)
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For the case of broadcast, the RNDC system is similar to the case of Hopfield. The only

difference is in the network size: C for RNDC, and n for Hopfield. Consequently, the

performance metrics are similar to the Hopfield neural network.

In summary, for the RNDC running on the architecture with a link fault rate α, MC

offer higher spiking frequency compared to UC and BC. From the assessment analysis

for both Hopfield and RNDC neural network topologies, we can see that the link fail-

ure causes performance degradation in the communication architecture. This may lead

to timing violations of spikes. Therefore, a low-latency fault-tolerant routing method is

imperative to deal with this issue.

4.4 Conclusion and Discussion

This chapter presented a performance analytical model of 3D-mesh based spiking neu-

romorphic systems. In fact, since the design and implementation of such neuromorphic

systems take a long time, this model aims to help designers to earlier evaluate the system

before the actual design. The model was performed under different spike routingmethods,

two kinds of spiking neural network topologies covering different levels of connectivity,

and with and without link-fault injection.

From the analyzed results, we can see that multicast spike routing method shows better

results compared to unicast-based multicast and broadcast. Besides, the 3D-mesh inter-

connect architecture performed better 2D-counterpart which was concluded to be the

most suitable architecture compared to tree, shared bus, and point-to-point ones [23, 95].

These motivate us to propose efficient multicast spike routings in Chapter 5: two novel

multicast routing methods and a new fault-tolerant multicast routing algorithm dealing

with inter-neuron connection faults. Furthermore, the implementation and evaluation of

the proposed system are presented in Chapters 6 and 7 to validate the analytical model

presented in this chapter.
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5
K-means Based Multicast Spike Routing

Algorithms

I
n this chapter, spike routing algorithms are presented. We firstly present

our first proposed K-means based MultiCast Routing algorithm (KMRC).

We demonstrate its key features and advantages and also discuss its weak

point. From this, we then present an improvement of KMCR, named Shortest Path K-

means based MultiCast Routing (SP-KMCR). This aims to deal with the drawback of

KMCR that is high congestion in centroids. In the last subsection, we propose a fault-

tolerant multicast routing algorithm based on SP-KMCR, named FTSP-KMCR. This

algorithm is proposed to solve interneuron connection faults in NoC based SNN systems.
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5.1 K-meansBasedMulticast SpikeRoutingAlgorithm (KMCR)

In this section, we present our K-means clustering based multicast spike routing for

the 3DNoC-SNN system. As mentioned above, the 3D-mesh NoC is suitable for stack-

ing multiple 2D NN layers together in a scalable fashion to create large-scale networks.

In SNN, one neuron is typically connected to many others. Thus, there is a significant

amount of one-to-many communications between neuron processing cores.

5.1.1 The Proposed Routing Algorithm (KMCR)

The proposed routing algorithm is based on a combination of the K-means clustering

method and the tree-based routing [124, 155]. The tree-based [134] is a popular method

used in multicast communication. In this routing mechanism, a destination group is par-

titioned from the source node to form a ”tree” routing path of messages. One major

drawback of the tree-based method is high traffic contention due to the high probabil-

ity of packet blocking at intermediate nodes [134]. To deal with this problem, we adopt

the K-means for partitioning a destination set. Employing the K-means comes from the

observation that post-synaptic neurons are often neighbors of each other; previous work

[156] indicated that SNNs have high inter-neuron communication locality. This enables

a neuron group located within the same region to share incoming spikes. Hence, when

mapped onto a 3D-NoC system, neurons in a layer are distributed in one core or nearby

ones. This enables taking full advantage of K-means to get an effective partition resulting

in overall traffic load balance. Besides, K-means also guarantees the smallest number of

hops from each destination to its centroids.

The flow chart of the proposed routing algorithm is shown in Figure 5.1. The algorithm

firstly partitions destinations into several subgroups. We adopt the K-means clustering

mechanism to find a centroid of each subgroup and its labeled targets, in which the cen-

troid is a node with minimal mean distance to all the others in that subgroup. From this,

the first part of the routing tree is formed from source nodes to the centroids, and the
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Begin

Number of 
subsets: k

Initial centroids by 
random assignment

Assign destinations to a 
closest centroid subset

Form “tree” routes from 
sources to centroids

Form “tree” routes from 
centroids to its destinations

End

Update centroids by mean 
distance of its subset

Centroids not 
changed?

False

Calculate distances from 
sources to centroids 

True

Figure 5.1: Flowchart of the proposed routing algorithm.
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other part is a spanning sub-tree from the centroids to their destinations.

To determine the centroids, the algorithm first randomly selects them from the available

targets. Then, the algorithm computes the following steps:

• The distances from each destination to the centroids are calculated using the Man-

hattan distance as shown in line 10 of Algorithm 1.

• Based on these distances, the destinations are, then, assigned to a subgroup which

has the nearest centroid.

• Finally, after the subgroups are temporarily formed, the position of the centroids

are updated by taking the mean of all its elements. The iteration does not end until

centroids are not changed after updating.

The pseudo-code of the implemented algorithm is shown in Algorithm 1.

After determining the centroids, routing paths from source nodes to their targets are

formed in two stages. At the first stage, we employ Dimension Order Routing (DOR

- a common method for NoCs [20]) to determine routes from each source to the cen-

troids. From here, same routes from a given source to centroids are merged. This leads to

a reduction in the numbers of spike packets that need to be transmitted from the source

compared to the unicast-based method. Using a particular kind of DOR depends on ap-

plication mapping method, which will ensure an optimized and balanced traffic (explained

more in an example, shown in Figure 5.2). At the end of this stage, a part of ”tree” from

the source to centroids is formed. Second, the similar routing calculations in the first stage

are computed to establish the other part of ”tree” from centroids to its destinations. After

the two stages, the ”tree” route from a given source node to its destination is constructed,

and the computed routing information is used to update the routing tables attached to

routers.

For an easy explanation and to better understand the algorithm, we show in Figure 5.2

an example of 18×18 fully connected SNN application mapped onto a 6×3×2 3DNoC-

SNN system. As shown in the figure, the nodes in L1 (source nodes) send their outputs
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Algorithm 1: KMCR multicast routing pseudo-code
/* Input and output */
Input: // Source node address (S), destination node addresses (T), and the

number of centroid nodes (k)
1 S = {s(x, y, z), s(x, y, z),...,sn(xn, yn, zn)}
2 T = {t(x, y, z), t(x, y, z),...,tm(xm, ym, zm)}
3 k
Output: // Routing paths from S to T

4 P = {p(s → T), p(s → T), ...pn(sn → T)}

/* Centroid node assignment */
// Initial centroid nodes by randomly select from T

5 foreach ci ∈ C do
6 ci ← tj ∈ T
7 end
// Evaluate centroid nodes

8 do
// Calculate the distance between ti ∈ T to cj ∈ C

9 foreach ti ∈ T do
10 d(ti, cj) = |xi − xj|+ |yi − yj|+ |zi − zj|
11 end

// Assign each destination to its centroid by minimum distance
12 foreach ti ∈ T do
13 l(ti)← argmind(ci, tj)
14 end

// Update centroid
15 foreach ci ∈ C do
16 ci ← update(mean(tij))
17 end
18 while C != const;

/* Creating routing tree from each source to centroids */
19 foreach si ∈ S do
20 p(si, cj)← DOR_based_tree(si, cj)
21 end

/* Creating routing tree from each centroid to its destinations */
22 foreach ci ∈ C do
23 p(ci, tj)← DOR_based_tree(ci, tj)
24 end
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Figure 5.2: Example of the proposed routing algorithm for a 6×3×2 3DNoC-SNN system,
where nodes in L1 send spike packets to all nodes in L2: (a) destinations are partitioned by
adopting K-means clustering with centroids 26 and 29, (b) the formation of the first path
of the tree from a given source (node 3) to centroids, (c) the second part of the tree from
centroids to its destinations, (d) the routing tree from the given source to destinations.
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to all neurons in L2 (destination nodes). In a particular case, the source node 3 in layer L1

needs to send spike packets to all nodes in layer L2. With the number of clusters k = 2, the

destination set is partitioned into two subsets with 26 and 29 as centroids (Figure 5.2 (a)).

The ”tree” route from the source to both centroids is then determined as shown in Figure

5.2 (b). In this mapping method, the ZYX version of the DOR is selected. This enables

alleviating traffic contention of the intermediate nodes in the first layer. If either XYZ or

YXZ would be used, the source nodes need to send spikes to centroids via 11 and 8 leading

to high traffic congestion in these intermediate nodes. After the centroid-to-destination

routes are computed, the routing ”tree” is formed as shown in Figure 5.2(c, d).

5.1.2 Selection of the Optimal Number of Clusters

As we mentioned, the number of clusters (k) needs to be determined before the pro-

posed routing algorithm (KMCR) is applied. Intuitively, when k is small, the destination

set is partitioned into big subsets. This may lead to high congestion in the intermediate

nodes like the centroids resulting in high congestion in the network. On the other hand,

when k is large, each source node may send multiple copies of a given packet to the cen-

troids. This may also result in high latency. When k equals the number of destinations,

our routing algorithm becomes unicast-based multicast. It is important to mention that

selection of k mainly depends on the distribution of destination nodes resulted by mapping

methods.

Fortunately, there are several good observations that can be taken to select the optimal

k. First, as mentioned above, SNNs have a high inter-neuron communication locality.

This leads to a situation where neurons in the same group (layer) are mapped onto nearby

neural processing cores. This enables k-means clustering algorithm to work efficiently.

Second, the number of destination nodes for a typical SNN applications is not large. In

fact, the number of neurons in a layer can be hundreds to thousands (efficiency of deep

learning based on the multiple-layer model instead of a very large number of neurons

in some-layer model), so they can be accommodated in tens of cores (a core contains
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hundreds of neurons [16], our target for SNPC is 256). Therefore, after mapping the

SNN application, the number of clusters can be determined by visualizing the destination

distribution. However, in order to select the optimal k for a particular case, it is necessary

to evaluate the performance of the system under other different values of k.

Based on the observations mentioned above, the optimal k can be determined by the

two following steps:

• Step 1: After mapping SNN application, find the number of clusters by visualizing

the destination set.

• Step 2: Evaluate the system varying the values of k (including the number of clusters

found in step 1, and some other values) to choose the best case.

1.0 1.5 2.0 2.5 3.0 3.5 4.0
Values of k

0

20

40

60

80

100

Av
er

ag
e 

La
te

nc
y 

(c
yc

le
)

3x3x2
5x5x2
7x7x2

Figure 5.3: Average latency under varying the values of k

As a case study, we evaluated our system performance with different network sizes under

variations of k to find the optimal value of k. These experiments are designed to simulate

SNNs with two layers, each of which is mapped into separate layers (layer-to-layer map-

ping). All nodes in the first NoC layer send packets to all the ones in the second layer,

as shown in Figure 5.2. This mapping method is a considerable mapping method to take

full advantages of the 3DNoC. Furthermore, we can consider that whether an observed
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cluster should be continuously partitioned or not. Three network sizes are considered:

3×3×2, 5×5×2, and 7×7×2 corresponding to maximal neuron numbers of 2304, 6400,

and 12544 in a layer respectively (with 256 neurons/core). For this mapping method, it is

easy to find that the number of clusters equals 1 (3×3, 5×5, 7×7 areas).

Figure 5.3 shows the average latency of the systems under different values of k. The

evaluation results show that k = 1 is optimal (equal the number of clusters observed). The

increase of k leads to high average latency thanks to multiple copies of a given packet (to

centroids) injected to networks. This also means that k should be smaller than the number

of clusters observed. However, these experiments are special cases, in which destination

sets have a nice shape. In other cases, with different SNN architectures and mapping

methods, we need to evaluate the system under different k to select the best choice.

5.1.3 Weakpoint

In the KMCR, the source node sends spike packets to centroids which then deliver the

spikes to destinations. The use of centroids is to guarantee that the overall distance from

them to the destinations is minimum. However, this may cause traffic congestion on the

link to the centroids since the traffic from different sources is concentrated there.

5.2 Shortest PathK-meansBasedMulticastRoutingAlgorithm

(SP-KMCR))

To deal with drawback of KMCR, we propose a new routing method, named Short-

est Path K-means based MultiCast Routing algorithm (SP-KMCR) [157, 158]. In the

KMCR, the source node sends spike packets to centroids which then deliver the spikes

to destinations. The use of centroids is to guarantee that the overall distance from them

to the destinations is minimum. On the other hand, in SP-KMCR, after destination

subsets are determined by adopting K-means, from a given source, we first calculate the

numbers of hops from the source to all the nodes in the subsets. For each subset, we then

select a node which has the shortest path to the source (e. g., nodes 22 and 21 in Figure
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5.4 (a)). Contrary to the KMCR, the source sends its spike packets to the shortest path

node of each subset instead of the centroid node to form the first part of the routing tree,

therefore named SP-KMCR. The other part of the routing tree is formed from SP nodes

to its destinations, as shown in Figure 5.4 (c). Furthermore, it is worth mentioning that

our new method requires more computations for finding the shortest path compared to

the KMCR. However, the computations in both KMCR and SP-KMCR are executed

off-line. Therefore, the runtime overhead is the same for both algorithms.

5.3 Fault-tolerant Shortest PathK-meansBasedMulticastRout-

ing Algorithm (FTSP-KMCR)

5.3.1 Proposed Fault-tolerant Routing Algorithm

The shortest path fault-tolerantmulticast routing algorithm is based on the SP-KMCR [159,

160]. The basic idea of the FTSP-KMCR is as follows: (1) off-line computations of a pri-

mary routing tree from a given source node to its destinations and backup routing branches

are performed. (2) After the off-line calculation, the routing tables are configured.

The illustration of the primary and backup routing branches is shown in Figure 5.5.

When a faulty primary branch is detected, some pre-planned backup branch(es) is (are)

used to bypass the faulty links. The SP-KMCR mechanism is used to calculate the

branches (red) in the primary tree. On the other hand, the backup branches are alterna-

tive routes of the primary ones. For a considered router (i.e., ”son”), the backup branches

(green) are computed for the cases of faults occurring in primary connections. For ex-

ample, when the father-to-son primary connection is faulty (i.e., pb), bb and bb are the

backup branches used for maintaining the traffic between the ”father” and ”son”. This is

the same for the case where both pb and pb are faulty.

In our proposed algorithm, the computations of primary and backup routes are critical

computational tasks. These calculations are performed off-line. This allows to reduce the

runtime overhead of the proposed routing algorithm; hence avoiding any possible timing

violations in SNNs. As presented in algorithm 3, the source and destination addresses
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Figure 5.4: Example of SP-KMCR for a 6×3×2 3DNoC-SNN system, where nodes in
L1 send spike packets to all nodes in L2: (a) destinations are partitioned by adopting K-
means clustering with centroids 26 and 29, (b) the formation of the first path of the tree
from a given source (node 3) to shortest path node of each subgroup (SP node), (c) the
second part of the tree from SP nodes to its destinations, (d) the routing tree from the
given source to destinations.
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Algorithm 2: SP-KMCR multicast routing algorithm.
/* Input and output */
Input: // Source node address (S), destination node addresses (T), and the number of subsets (k)

1 S = {s(x, y, z), s(x, y, z),...,sn(xn, yn, zn)}
2 T = {t(x, y, z), t(x, y, z),...,tm(xm, ym, zm)}
3 k
Output: // Routing tree from each of source node to the destinations

4 P = {p(s → T), p(s → T), ...pn(sn → T)}

/* Partion the destination set (T) into k subsets */
// Initial centroid nodes by randomly select from T

5 foreach ci ∈ C do
6 ci ← tj ∈ T
7 end

// Evaluate centroid nodes and their labeled nodes
8 do

// Calculate the distance between ti ∈ T to cj ∈ C
9 foreach ti ∈ T do
10 d(ti, cj) = |xi − xj|+ |yi − yj|+ |zi − zj|
11 end

// Assign each destination to its centroid by minimum distance
12 foreach ti ∈ T do
13 l(ti)← argmind(ci, tj)
14 end

// Update centroid
15 foreach ci ∈ C do
16 ci ← update(mean(tij))
17 end
18 while C != const;

/* Finding k shortest-path nodes (SP nodes) for every single source node */
19 foreach si ∈ S do
20 foreach ti ∈ Tk do
21 d(si, tj) = |xi − xj|+ |yi − yj|+ |zi − zj|
22 end
23 spi ← min(d(si, tj))
24 end

/* Creating routing path from each source node to its SP nodes */
25 foreach si ∈ S do
26 p(si, spj)← DOR_based_tree(si, spj)
27 end

/* Creating routing tree from each SP node to its destinations */
28 foreach spi ∈ SP do
29 p(spi, tj)← DOR_based_tree(spi, tj)
30 end
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Algorithm 3: Off-line calculations of the primary and backup branches.
/* Input and output */
Input: // Source node address (S), destination node addresses (T), and the number of subsets (k)

1 S = {s(x, y, z), s(x, y, z),...,sn(xn, yn, zn)}
2 T = {t(x, y, z), t(x, y, z),...,tm(xm, ym, zm)}
3 k
Output: //Primary (pr) and backup (bk) branches from S to T

4 Ppr = {ppr,(s → T), ppr,(s → T), ...ppr,n(sn → T)}
5 Pbk = {pbk,(s → T), pbk,(s → T), ...pbk,n(sn → T)}

/* Centroid node assignment */
// Initial centroid nodes by randomly select from T

6 foreach ci ∈ C do
7 ci ← tj ∈ T
8 end

// Evaluate centroid nodes
9 do

// Calculate the distance between ti ∈ T to cj ∈ C
10 foreach ti ∈ T do
11 d(ti, cj) = |xi − xj|+ |yi − yj|+ |zi − zj|
12 end

// Assign each destination to its centroid by minimum distance
13 foreach ti ∈ T do
14 l(ti)← argmind(ci, tj)
15 end

// Update centroid
16 foreach ci ∈ C do
17 ci ← update(mean(tij))
18 end
19 while C != const;

/* Finding the shortest paths */
20 foreach si ∈ S do
21 foreach ti ∈ Tk do
22 d(si, tj) = |xi − xj|+ |yi − yj|+ |zi − zj|
23 end
24 spi ← min(d(si, tj))
25 end

/* Creating primary and backup branches */
// from each source to SP node

26 foreach si ∈ S do
27 ppr(si, spj)← DORv._based_tree(si, spj)
28 pbk(si, spj)← DORv.̸=_based_tree(si, spj)
29 end

// from each SP node to its destinations
30 foreach spi ∈ SP do
31 ppr(spi, tj)← DORv._based_tree(spi, tj)
32 pbk(spi, tj)← DORv.̸=_based_tree(spi, tj)
33 end
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Figure 5.5: Primary and backup branches.

(S,T) and the number of subsets (clusters) (k) are pre-defined as inputs, while output

parts are a primary tree (Ppr) from each source to destinations and backup branches (Pbk).

After that, the routing computation is done according to the following steps:

• Step 1: from destination addresses, destination subsets are determined by adopting

k-means, as shown in lines 6-19.

• Step 2: finding the shortest path from each source to a node (named spi ∈ SP) in

each subset (with k subsets Tk, a given source node has k SP nodes), as depicted in

lines 20-25.

• Step 3: the first part of the primary tree is formed from the source node to SP ones.

This is done by adopting dimension order routing (DOR) algorithm [161] from

the source to each SP node, then merge with the same route. Alternative variations

of the DOR are then adopted to calculate backup branches in order to guarantee

that backup branches are separated from the primary routes. For example, if the

formation of the primary tree uses DOR of ZYX, the backup branches use other

variations of the DOR such as YZX or XZY.
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• Step 4: following the same computation in step 2, the second part of the primary

tree from SP nodes to their destinations in the same group and backup branches are

calculated.

After the primary and backup routes are defined, they are used to configure the routing

tables in routers. The pre-defined primary and backup routes are suitable for deploying

SNN applications since the SNNs are also pre-defined and mapped into the SNN system.

Furthermore, this guarantees that the computation overhead of backup branches does not

affect the recovery time of the proposed routing algorithm, and also reduces the required

hardware cost of the system.

5.3.2 Fault Management Algorithm

After the routing information is configured, the fault-management algorithm is im-

plemented to handle incoming packets, as shown in Figure 5.6. For a given incoming

packet, fault_flag_val is extracted to indicate whether the packet is in the primary or

backup branch. At the same time, the source address is also used to compute its ex-

pected primary output port. In the case where fault_flag_val = 0 (i.e., the router plays

the role of ”father” or ”grandfather”), the calculated output_port is then determined to be

faulty or not. If it is not faulty, the packet is forwarded to the calculated output port

in the primary branch. Otherwise, output_port is switched to use a backup_branch, and

the fault_flag_val is also initiated to inform the next on-backup routers that this packet

is on the backup branch. In the case where fault_flag_val ̸= 0 (i.e., the router role is as

a on-backup or ”son” router), the output_port is routed through the backup route, and

fault_flag_val is also decreased by one.
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5.4 Conclusion

In summary, this chapter has presented spike routing algorithms for the 3DNoC-SNN

system. All the routing algorithms are based on tree-based multicast routing combined

with k-means clustering. They are two multicast routing algorithms, named KMCR and

SP-KMCR, and a fault-tolerant multicast routing algorithm, named FTSP-KMCR. In

the next chapter, we will present the overall 3DNoC-SNN architecture and its main com-

ponents, where the proposed routing algorithms are integrated.
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6
Towards Scalable Spiking Neuromorphic

Architecture

I
n this chapter, we present the proposed architecture for spiking neural

network systems based on 3D-NoC. We first describe the proposed sys-

tem architecture. After that, two main components of the system are pre-

sented; they are a spiking neural processing core (SNPC) and a multicast 3D router (MC-

3DR). Finally, considerations of application deployment including application mapping

and practical encoding methods are also discussed.
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Figure 6.1: Block diagram of system architecture.

6.1 System Architecture

We firstly describe the proposed 3DNoC-SNN architecture which is based on low-

latency multicast routing schemes for spike traffic routing. The high-level view of the

system architecture is shown in Figure 6.1. As shown in Figure 6.1, The system consists

of several stacked 2D layers of spiking neural tiles (×  2D layers of spiking neural tiles

stacked together are shown as an example) and is based on our earlier 3D-NoC archi-

tecture [162–166]. A spiking neural tile composes of a spiking neural processing core

(SNPC) and a multicast router (MC-3DR). In the context of SNN, a spiking neuron

refers to a SNPC, the inter-neuron connectivity is implemented in the form of transmit-

ting spikes (packets) via the scalable 3D-NoC, and the topology refers to the way the

neurons are interconnected within the network. Each SNPC within the 3DNoC-SNN is

responsible for processing incoming spikes by using an array of spiking neurons (right side

of Figure 6.2). In the remaining parts of this chapter, we describe the main components
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of the 3DNoC-SNN system.

6.1.1 Topology

In our architecture, we employ 3D-Mesh topology because of scalability and high per-

formance. In [23, 95], authors analyzed different 2D interconnect architecture (i.e., mesh

NoC, tree, shared bus, and point-to-point) for neural networks over various spike rout-

ing protocols. The results showed that 2D mesh NoC with multicast routing is the most

suitable for SNNs. As presented in Chapter 4, 3D-mesh architecture outweighs 2D coun-

terpart. This is also verified under experiments in the next chapter.

6.1.2 System interface

The proposed system uses two interface blocks to connect outside. First, we adopt

address-event presentation (AER) buses to handle input and output events. AER is a

popular four-phase handshake communication protocol, considered to be a standard for

SNNs [125, 167]. While AER input is used to feed input spikes into the system, AER

output is used for monitoring output or connect to other chips in the case of large-scale

SNN implements.

Second, the configuration unit is dedicated to system configuration purpose. It receives

configuration information from the computer via a serial interface. This information is

then sent to neuron tile for configuration via SPI.The information configuration composes

of two main parts:

• The first part is the routing path which is for configuring routing tables. This infor-

mation is the result of the off-line computation of the proposed multicast routing

algorithms (see Chapter 5).

• The second part is for the configuration of SNPC.This information contains config-

uration relating to the synapse and neuron model. The configuration information is

mainly: (1) the content of the LUT, used in the decoder. It defines the topology of

SNNs. (2) for configuration of memories: bit-lines are configured for the synapse
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Figure 6.2: Spiking Neuron Processing Core (SNPC) architecture.

crossbar. Synaptic weights in syn_mem for the case of off-chip learning implemen-

tations. Neural parameters such as membrane potential of neurons, the threshold,

leaky value, and refractory period.

6.2 Spiking Neuron Processing Core (SNPC)

The Spiking Neuron Processing Core (SNPC), depicted in Figure 6.2, is the primary

processing unit in the 3DNoC-SNN system. The core composes of several main modules:

• Decoder determines post-synaptic neurons for each incoming spike (packet). After

arriving the destination neural tile, the incoming spike is forwarded to local SNPC

by the local router. Based on ”neuron ID” extracted from the spike packet, the de-

coder looks up in a LUT to determine the post-synaptic neurons. This information

is sent to the Control Unit for neural computation.

• Control Unit is designed to control the overall operation of the neural core. It con-

trols both configuration and operation modes of the neural core. It guarantees to
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update neurons during a single time step.

• Synapse Crossbar includes a cross-point array of synapses. Each synapse stores a bit

which is able to read, set, or reset, presenting a connection (synapse) between a row

(axon) and a column (dendrite). It is read for neural computation and written to

after the decode is completed.

• Syn_mem (Synaptic memory) stores synaptic information which is used for config-

uration of the crossbar and synaptic strengths. It is updated in training phase and

read in inference operation.

• Neu_mem (Neural memory) is used for neural parameters. The parameters are read

for neural computations. After the computations, they are updated to store the

current status of neurons.

• LIFArray is themain computation unit of the neuron core where neural calculations

are performed. Data read from the synaptic crossbar, syn_mem, and neu_mem are

computed in this unit. Here, multiple leaky-integrate and fire (LIF) neurons are

implemented. More precisely, a physical LIF computation unit is implemented

while multiple neurons are performed in a sequential manner. This not only takes

advantage of the highspeed operation of digital logic but also reduces area cost and

power consumption.

• Encoder is designed to pack spikes generated from LIF array. After neural compu-

tation, if the membrane potential of a neuron exceeds a given threshold, it fires - a

spike is generated. This spike is sent to the encoder where the spike is packed into

a packet before injecting to the network via the local router.

• Configuration information is used for the configuration of the neural core. This in-

formation contains configuration relating to the synapse and neuron model. The

configuration information is mainly: (1) the content of the LUT, used in the de-

coder. It defines the topology of SNNs. (2) for configuration of memories: bit-lines
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Type [Fault_Flag] XYZ
s Timestamp Neuron ID

- Type: ’00’: configuration; ‘11’-spike.
- [Fault_Flag]: flag for fault-tolerant spike routing algorithm
- XYZ

s
: source node address

- Timestamp: the fired time.
- Neuro ID: Identifier of the fired neuron.

2-bits 9-bits 6-bits 8-bits3-bits

Figure 6.3: Spike packet format.

are configured for the synapse crossbar. Synaptic weights in syn_mem for the case of

off-chip learning implementations. Neural parameters such as membrane potential

of neurons, the threshold, leaky value, and refractory period. The configuration is

performed during application mapping before system operates, in which the topol-

ogy and the parameters of SNNs are determined.

Incoming spikes are first decoded to get the pre-synaptic neural identifiers. Through a

crossbar-based synapses, the weight values are accumulated at an array of Leaky Integrate-

and-Fire (LIF) neurons [13]. Our choice of this spiking neuron model comes from the

trade-off between a design that features most of the biological computational power versus

the silicon area and design complexity. The SNPC is based on our recently designed

LIF neuron-core prototype [14]. A LIF neuron model is described using five operations

namely, synaptic integration, leak integration, threshold, spike firing and reset. From a

hardware perspective, its simplicity helps us achieve low area and power consumption.

6.3 Spike packet format

When a neuron fires, a spike packet is transferred to the destination neuron tile through

the network. The spike packet format is described as Figure 6.3. It should be mentioned

that the packet format is configurable.

• Type: It is the header of the packet indicating this packet is either for configuration

or spike. If it is ’00’, this packet is used for system configuration. In this case, the
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packet body stores configuration data (see Section 6.2). When Type = ’11’, it means

this is a spike packet. The other values of Type are used for future purpose.

• Fault_Flag: This is only used for the fault-tolerant multicast routing algorithm (see

Section 5.3). It indicates to the router that the packet arrived via the primary path or

backup path. By default, fault_flag = . It is initialized at the begin of the backup

path (i.e., at node such as ”father” or ”grandfather”. From there, the fault_flag value

will be decreased by one after every single hop on the backup path and gets to zero

at the end (i.e., ”son”).

• XYZs: It is the address of the source neuron tile. It is used for spike routing to

guarantee that the spike packet is able to reach the destination tile. When a spike

packet arrives the input buffer of a router, the address will be extracted for routing

computation (i.e., looking up the routing table, see Chapter 5).

• Timestamp: In spiking neuron network, the time of the generated spike is used

to encode the information (see Section 2.3.1). Whenever the source neuron fires,

its spike packet contains Timestamp information of the spike. From there, the

information is decoded into the presise time slot of the input spike. This informa-

tion plays an integral role in Hebbian-based learning rules. For example, in STDP

learning rule (Section 2.3.3), the arrival time of the input spike is compared with

the spike time of post-synaptic neuron to change the synaptic strength.

• Neuron ID: this is the identifier of the pre-synaptic neuron. After a spike packet is

delivered to its destination neuron tile, by using a XYZs. At this time, Neuron ID

is used to determine which are post-synaptic neurons. This process is taken place in

the decoder of SNPC. From here, it should be mentioned that the combination of

XYZs and Neuron ID makes a unique address for each neuron in the whole system.
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Figure 6.4: Multicast Spike 3D Router architecture (MC-3DR).

6.4 Router Architecture

The multicast 3D router (MC-3DR) architecture is represented in Figure 6.4. Since

each neuron can be connected to thousands of other neurons, the MC-3DR supports the

proposed multicast routing methods for efficient spike delivery. The MC-3DR is based on

our earlier proposed adaptive 3D router architecture (SHER-3DR) [164, 165, 168]. Since

the spike times are used to encode information, the MC-3DR should have extremely low

latency. Each router in the system has a maximum of 7-input, and 7-output ports, where

six input/output ports are dedicated for the neighboring routers and one input/output

port is used to connect the switch to the SNPC, the MC-3DR contains seven Input-

port modules for each direction in addition to the Switch-Allocator, and the Crossbar

module which handles the transfer of spikes to the next SNPC. An Input-port module is

composed of two main elements: an input-buffer and a multicast routing module.

The router is designed with four pipeline stages: buffer writing (BW), routing calcu-

lation (RC), switch arbitration (SA), and crossbar traversal (CT). At the first stage, an

incoming spike (packet) is stored in the Input Buffer before being processed. Next, the
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Figure 6.5: Block diagram of routing table architecture. D, U, W, S, E, N, L stand for
Down, Up, West, South, East, North, Local respectively.

source address of the packet (Xs, Ys,Zs) is extracted and computed to determine which

is the output port. After routing computation, a request (sw_request signal) is sent to

Switch-Allocator in order to use the selected output port. The Switch-Allocator consists

of two main components: Stall/Go flow control (the most common use in systems [20])

and Matrix-arbiter scheduler. Here, the Matrix-arbiter with least recently served priority

is employed since it provides fast computation, inexpensive implementation, and strong

fairness [20]. Finally, after granted (via sw_grant signal), the packet is sent to desired

output port passing the crossbar.

6.4.1 Spike routing table

In MC-3DR, one of the main components is the routing computation unit which is

also a major concern of this dissertation. As early presented in Chapter 5, routing paths

are firstly computed off-line. This aims to not only reduce area cost but also avoid the

timing violation caused by extra computation. After the off-line computation, results are

used for configuring spike routing tables in routers.

Figure 6.5 described the routing table architecture. After arrived the input buffer, source
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node address, XYZs, is extracted from the input spike packet. The address is then used

for determining the desired output port by looking up at routing tables. In the case both

fault_flag and output_port_fault are equal to zero, the desired output port is decided from

the primary routing table, and vice versa.

6.4.2 Hard fault tolerance

The proposed router relies on sophisticated recovery techniques based on system recon-

figuration with redundant structural resources to handle hard faults in the input-buffers,

crossbar, and links [164, 165]These mechanisms aim to alleviate faults occurring in the

system.

Fault-tolerant buffer

We inherited a mechanism, named Random Access Buffer (RAB) [164], to solve the

deadlock problem in the input buffers. RAB block diagram is described in Figure 6.6.

RAB uses a timer for detecting the spike packet being the reason for the deadlock. When

the deadlock is detected, the request of the flit will be dropped and RAB then looks for

another flit which can be granted. Therefore, RAB is able to recover from transient,

intermittent, and permanent faults in the input buffers.

Fault-tolerant crossbar:

In order to deal with faults occurs in the crossbar, we employed our previous work,

called Bypass-Link-on-Demand (BLoD) [164]. As shown in Figure 6.7, BLoD is based

on providing additional escape channels. When a fault occurs in one or several crossbar

links, the links will be disabled, and an appropriate number of the additional links (bypass

channels) are enabled.

Fault-tolerant TSV

In our system, we use TSVs [169] as vertical connections between layers of neural tiles.

However, because of the high defect rate and clustering distribution, fault-tolerance in

TSVs has become a major concern in commercial TSV-based architecture. We, therefore,
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Figure 6.6: Block diagram of Random Access Buffer (RAB) [164].

Figure 6.7: Block diagram of Bypass-Link-on-Demand [164].
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adopt our previous work which is an architecture sharing TSV clusters [165]. When a

TSV cluster defects, the router will borrow a healthy one from its neighbor. This enables

our system can handle TSV defect without redundancy of TSVs. As shown in Figure 6.8,

each router has TSV clusters and additional supporting modules that perform the sharing

algorithm.

6.5 Application deployment

6.5.1 Application mapping methods

It should be mentioned that the mapping strategy of SNNs onto NoC based system

plays an important role in deploying SNN applications. It affects not only the overall

performance but also the power consumption of the whole system. In [170], the authors

proposed two mapping methods: (1) a relatively conventional approach that puts highly

communicating tasks together, and (2) an approach based on active degrees of neurons.

In this work, we mapped SNNs onto the proposed system in a layer-to-layer fashion to

take full advantage of the proposed routing algorithm and the 3D mesh NoC topology,

as shown in Figure 7.3. In this mapping method, the neurons in the same network layer

are placed in the same system layer, and neurons only send their spike to the ones in

the next layer. This approach offers multiple parallel connections between layers (vertical

connections), less congestion, and low spike latency when compared to the 2D integration

method [165].

6.5.2 Input-data-to-spike conversion methods

Unlike conventional artificial neural network, input data needs to be converted/encoded

into spike trains before fed into the spiking neuromorphic systems. In this section, we

present widely used conversion methods which can be categorized into two groups: (1)

converting from original data sets (2) using converters. Several examples of conversion

methods are shown in Figure 6.10.
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Figure 6.9: Layer-to-layer mapping method.

Converting from original data sets

Since collecting data is very time-consuming, this conversion method benefits from the

available data sets.

• Poisson encoding: This is the most common method in converting image data sets

into spike trains. In this method, each pixel is converted into a Poisson spike train

that its spike rate is proportional to the pixel’s density, as shown in Figure 6.10 (A).

• Intensity-to-latency encoding: In this method, pixel intensity is proportional to

spike delay. This means that if the intensity of a given pixel is higher, the spike will

be generated earlier, as shown in Figure 6.10 (B). Contrary to the Poisson encoding,

each pixel is converted into a single spike. This results in a lower spike rate and faster

response time.

Using converters

In this method, a converter is employed to convert input data into spikes. In image

processing, Dynamic Vision Sensors (DVS) have been used in many works. A setup of

using DVS is illustrated in Figure 6.11. When using DVS, it is placed in front of an LCD

monitor or a screen. Input images are then displayed slowly during a period (e.g., from
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Figure 6.10: 2-D histograms and raster plots for different encoding schemes and neuro-
morphic data sets. (A) Poisson 28 × 28 input size sample. (B) Latency 28 × 28 input size
sample. (C) MNIST-DVS 128 × 128 input size sample. (D) N-MNIST 34 × 34 input
size sample. (E) Fast-Poker DVS 32 × 32 input size sample. (F) Slow-Poker DVS 128 ×
128 input size sample [171].
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Figure 6.11: Conversion using a DVS camera, captured from [172]. In this setup, two
different classes of images (here motorbikes or cars) are displayed on a screen with a small
jitter applied at 10Hz. A random subset of the spikes is emitted by the DVS.

hundred milliseconds to tens of seconds). The DVS will record and output spike, as shown

in Figure 6.10 (C-F).
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7
Design and Evaluation

T
his chapter is dedicated to implement and evaluate the performance and

also hardware complexity of the proposed system. Our proposed systemwas

designed in Verilog-HDL, and synthesized with commercial CAD tool.

We first explain how to evaluate the proposed system. After that, we present the evaluation

results of each proposed routing method.

7.1 Methodology

The proposed system was implemented in Verilog-HDL . First, we evaluate the max-

imum spike injection rate supported by a single MC-3DR router. Second, we use both

realistic and synthetic benchmarks to study the performance in terms of average latency
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and throughput of the proposed system. Spike Generators (SGs) and Spike Counters

(SCs) were used in the analysis to inject different spike traffic loads into the 3DNoC-

SNN system over different network sizes ( ×  × ,  ×  × , and  ×  × ). These

network sizes were carefully selected according to the investigated application require-

ments. The nodes communication within our 3DNoC-SNN system is in the form of

continuous spike streams, where information is coded in the relative timing of spikes.

We have to note that different SNN topologies can be created by configuring connec-

tions between the 3DNoC-SNN components. Finally, we synthesize the system by using

NANDGATE 45nm library [173] to explore the hardware complexity of the proposed

system.

The MC-3DR is based on our previous 3D router architectures (SHER-3DR) [164,

165, 168]. The SHER-3DR relies on sophisticated recovery techniques based on system

reconfiguration with redundant structural resources to handle hard faults in the input-

buffers, crossbar, and links [164, 165], in addition to soft errors in the routing pipeline

stages [168]. Similarly to our previous work [165], we also useNCSUFreePDKTSV [174],

with TSV size of 4.06µm × 4.06µm, pitch size of 10µm, and Keep-out Zone of 15µm

for prototyping. However, during the evaluation of the 3DNoC-SNN system, all the

fault-tolerance techniques which are found in the previous SHER-3DR are disabled.

7.2 Evaluation Results

7.2.1 Spike Injection Rate Analysis

This experiment aims to explore the highest spike injection rate serviced by a given

router. As shown in Figure 7.1, the router R[1,1,1] is used for forwarding incoming spike

packets to their output ports of opposite direction except the spikes injected from SG7.

For example, the spikes generated from SG1 after passing through the R[1,2,1] arrive

to the ”North” input port of the R[1,1,1]. After being forwarded to the ”South” output

port of the R[1,1,1], they traverse the R[1,0,1] before reaching SC3. The experiment is

conducted under various number of router NoC paths (RNPs) and injection rates (the
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neuron functionality is not active in this experiment).

Figure 7.2 shows a comparison result between the proposed 3DNoC-SNN architecture

R[111]

SG7

SG1 => R[1,2,1]

SG2 => R[1,1,2]

SG3 => R[1,0,1]

SG4 => R[1,1,0]

SG5 => R[0,1,1]

SG6 => R[2,1,1]

R[1,1,2] => R[1,2,2] => SC8

R[1,0,1] => SC3

R[1,1,0] => SC4

R[1,2,1] => SC2

R[1,1,2] => SC2

R[2,1,1] => SC6

R[0,1,1] => SC5

Figure 7.1: Setup for SIR evaluation.

and the work presented in [175] regarding the spike packet loss ratio (SPLR). From this

experiment result, we Figure that the proposed method outperforms the previous work.

In case of the EMBRACE router, the packet loss begins from the injection rates of 1/32,

1/24, and 1/16 with 4, 3, and 2 RNPs, respectively. Besides, the proposed MC-3DR

router can service six RNPs with incoming spikes at every cycle. With seven RNPs, the

highest injection rate is 1/2. This result is because EMBRACE router used an eight-state

round-robin scheme (five for input ports and three for housekeeping tasks [175]),making

the router unable to service high contention traffic (when injection rate andRNP increase).

Conversely, our design takes full advantages of a fast and strong-fair Matrix-arbiter, as

described in Section 6.

7.2.2 K-means Based Multicast Routing Algorithm Evaluation

Performance Evaluation Under Realistic Benchmarks

To evaluate the performance of the proposed routing method, we selected two well-

known applications: (1) Inverted Pendulum and (2) Wisconsin Data-set. These appli-

cations are selected because they are suitable for evaluating hardware-based SNNs [176,

177]. The Inverted Pendulum is a standard benchmark for control purpose. The Wiscon-

sin Data-set is an image classifier using Wisconsin Breast Cancer data-set. Our system’s
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Figure 7.2: Router acceptance rate (RAR) comparison when varying the number of router
RNP and SIRs.

configuration parameters for both benchmarks, including the training and testing samples,

are inspired by the work in [176]. These applications enable us to evaluate the proposed

routing algorithm in real traffic patterns. For the performance metrics, we evaluate the

proposed routing regarding latency and throughput. The latency here is defined as the

number of clock cycles from when the first bit of a spike packet enters the source terminal

until the last bit of the packet arrives at all the destination nodes. The applications were

mapped onto the 3DNoC-SNN system in a layer-to-layer manner, as shown in Figure 7.3.

In this mapping method, neurons in the same NN layer were placed in the same 3DNoC-

SNN layer. This leads to taking full advantages of 3D integration such as reducing the

number of hops as well as the overall spike latency when compared to the 2D integration

method [165]. Since our main focus in this work is on the network performance, we used

Spiking Generator/Counter units (SGC) attached to each multicast router, as shown in

Figure 7.3 (a). To make a performance comparison with the proposed algorithm, we

also implemented a unicast-based multicast (Section 4.2.1), ), named XYZ-UB. XYZ is

one of the variations of dimension order routing (DOR). This is a simple algorithm, easy
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Figure 7.3: Layer-to-layer application mapping: (a) block diagram of a node in each layer
(b) Inverted pendulum (c) Wisconsin data-set.

Table 7.1: Realistic simulation configuration.

Parameter/System XYZ-UB KMCR (this work)

NoC size 2×2×3 (3D), 4×3(2D)
3×3×3 (3D), 9×3 (2D)

Buffer depth 4
Switching Wormhole

Flow control Stall-go
Scheduling Matrix-Arbiter
Routing Unicast-based multicast Multicast
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to implement, and free of deadlock and lifelock [161]. Moreover, both multicast routing

mechanisms are implemented in 2D and 3D systems. For a fair comparison, the config-

uration parameters are kept similar for both routing algorithms, as shown in Table 7.1.

Latency evaluation:

The average communication latency as a function of SIR is shown in Figure 7.4 and

7.5. The evaluation results show that the proposed algorithm demonstrates lower average

latency and higher throughput when compared to the XYZ-UB routing method in both

2D and 3D based system configurations. For the Inverted Pendulum application, the

3DNoC-SNN system shows almost a similar average latency in both XYZ-UB and our

proposed routing method (see Figure 7.4a). This is because the number of destinations

is small (6 destinations/neurons in total), which means low traffic. However, the pro-

posed algorithm enables the system to keep the latency at 25% higher injection rate when

compared to XYZ-UB. As shown in Figure 7.4b, the average latency evaluation result for

the 2D system configuration is almost similar to the 3D configuration due to the small,

realistic NN benchmark.

For Wisconsin Data-set benchmark, the increase of the network size causes a higher

latency when compared to the Inverted Pendulum application. The latency also increases

with the increase of the injection rate. For 3D systems (Figure 7.5a), the unicast-based

system suffers higher latency compared to the other, at about 14.43% at SIR = 1/11. Fur-

thermore, it can only support a lower injection rate compared to the other one which is less

than about 22.22% of SIR. For 2D architectures, while system supporting unicast-based

routing algorithm cannot maintain SNN traffic, proposed one still works with a little bit

higher latency compared to 3D (Figure 7.5b); this shows that the proposed routing mech-

anism is not only efficient for 3D, but also for 2D systems.

Throughput Evaluation:

Figure 7.6 and 7.7 shows the evaluation and comparison results regarding the average

throughput. The results show that the proposed routing algorithm achieves 24.5% and

22% higher throughput when compared XYZ-UB mechanism over the Inverted Pendu-
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Figure 7.4: Average latency over various SIRs for Inverted Pendulum in: (a) 3D Domain
(b) 2D Domain.
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Figure 7.5: Average latency over various SIRs for Wisconsin Data-set in: (a) 3D domain
(b) 2D Domain.
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lum and Wisconsin Data-set benchmarks on 3D domain, respectively.

Performance Evaluation Under Synthetic Benchmark

To further explore the performance of our proposed 3DNoC-SNN system, we used

larger benchmarks to study again the throughput and latency performance. We compared

the performance of the proposed system to other NoC based systems, named Dragon-

fly [178], H-NoC [22], and Cmesh [179].

In this experiment, we used a NN benchmark with 128 neurons in which each neuron

sends its output to all other neurons. The simulation parameters are summarized in Ta-

ble 7.2. For a fair comparison, we select the same number of neurons per router (N/R ratio

= 4) as in Cmesh [179] system. Based on the NN size and the N/R ratio, the network-

on-chip size for each system is determined. For our 3DNoC-SNN, the size is × × 

in which none of the neurons is mapped to the centroid node. This configuration leads to

steady traffic between the different network layers.

Table 7.2: Synthetic simulation setup.

Parameter Dragonfly H-NoC Cmesh 3DNoC-SNN (this work)
N/R ratio 8 8 4 4
NoC size 8×2 8×2 8×4 3×3×4
Flit size 32-bits 32-bits 32-bits 31-bits

Buffer deep 8-flits 8-flits 8-flits 8-flits
Routing Multicast Multicast Multicast Multicast

As shown in Figure 7.8, the latency of the proposed 3DNoC-SNN system is almost

unchanged for low spike injection rates (SIRs), while the average latency of the other sys-

tems (CMesh, H-NoC, andDragonfly) increases with the increase of the SIRs. This result

also proves that our proposed 3DNoC-SNN system can efficiently handle higher spike

injection rates. For example, at an injection rate of . spike/node/cycle, the Dragon-

fly system experiences almost × latency when compared to the proposed 3DNoC-SNN

system. Furthermore, the 3DNoC-SNN system can maintain high SIR before satura-

tion point (8.7% compared to the Dragonfly, thanks to our 3D domain topology and the
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Figure 7.6: Average throughput in NoC systems over various SIRs for Inverted Pendulum
in: 3D Domain, (b) 2D Domain.
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Figure 7.7: Average throughput in NoC systems over various SIRs for Wisconsin Data-set
in: (a) 3D Domain, (b) 2D Domain.
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Figure 7.8: Average latency evaluation and comparison over various SIRs.

low-latency multicast routing algorithm.

The throughput of the 3DNoC-SNN system under the synthetic benchmark was also

evaluated. Since the average throughput of CMesh, H-NoC, and Dragonfly are not re-

ported in [178], these results are omitted from Figure 7.9. As shown in the figure, there

is an increase in the average throughput when increasing injection rate; it reaches 0.0313

spike/node/cycle before the saturation point.

Hardware Complexity Analysis

Table 7.3 compares a single MC-3DR with several other proposed routers for SNN

systems regarding area cost and power consumption. The routing table size influences the

hardware complexity evaluation result. However, it depends on the selected SNN appli-

cation. In this experiment, we choose each table having 32 entries (equal to the number of

nodes in the synthetic benchmark presented in Section 7.2.2); this is the maximal number

of entries which a table may have. In the synthetic evaluation, the entry count is much

smaller compared to the maximal number. As shown in table 7.3, the hardware com-

plexity of our design is acceptable. In terms of area cost, the proposed router is about

40.9% higher compared to H-NoC cluster router, while smaller around 2.3× than Clos-
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Figure 7.9: Average throughput under the synthetic benchmark over various SIRs.

NoC spine switch. However, it should be mentioned that the hardware complexity of

our router does not include the cost of our previous fault-tolerant techniques which are

used to handling hard faults in the input buffers, crossbar, and links and also soft errors in

the routing pipeline stage. Besides, since the extra computation for finding the shortest-

path nodes in each subset is off-line, the SP-KMCR method does not add extra hardware

resource compared to the KMCR mechanism.

Table 7.3: MC-3DR Hardware Complexity Evaluation and Comparison.

System Topology Area Power
(mm) (mW)

EMBRACE router [123], 90nm 2D Mesh 0.056 1.72
HANA tile router [180], 90nm 2D Mesh 0.156 28.12

H-NoC cluster router [181], 65nm Star-Mesh 0.022 1.19
Clos-NoC spine switch [21], 45nm Custom Clos 0.076 -
Clos-NoC leaf switch [21], 45nm Custom Clos 0.061 -
MC-3DR router, 45nm (this work) 3D Mesh 0.031 1.66

Furthermore, we also evaluated the total power consumption of the 3D systems, as

shown inTable 7.4. For the Inverted Pendulum, XYZ-UB andKMCRconsume 10.41mW

and 10.13mW respectively, while the figures for the Wisconsin dataset are 35.26mW and
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34.20mW respectively (thanks to the larger network size). This result is due to the pro-

posed routing algorithm which reduces the number of packets injected into the network.

Table 7.4: Power consumption of UCB-XYZ and KMCR under realistic benchmarks.

System XYZ-UB KMCR (this work)
Inverted Pendulum Wisconsin Inverted Pendulum Wisconsin

Power (mW) 10.41 35.26 10.13 34.2

From the performance analytical model, we discovered that the MC routing performs

better than UC based routing in both topologies. From the evaluations, the results also

prove that the MC based routing performs better than UC in terms of spike injection rate

(25%), latency (14.43%), throughput (24.5%), power consumption (3%). This proves that

our posed performance analytical model is an accurate and efficient method for earlier

performance assessment.

7.2.3 Shortest Path K-means Based Multicast Routing Algorithm Evalua-

tion

For SP-KMCR, we also use realistic benchmarks to exploire the performance of the

proposed system. The experiments are also conducted in both 3D and 2D domains. We

compare the SP-KMCR with the previous KMCR and the XYZ-UB in terms of aver-

age latency and throughput. The average communication latency as a function of Spike

Injection Rate (SIR) is shown in Figure 7.10 and 7.11.

For the Inverted Pendulum application in 3D domain, the KMCR show almost the

same average latency as XYZ-UB before reaching its saturation point at SIR = 0.2, as

shown in Fig 7.10. However, the SP-KMCR and KMCR sustain almost the same latency

while providing 25% higher SIR, when compared to XYZ-UB. This can be explained by

the fact that XYZ-UB needs to send multiple copies of a given spike, resulting in high

traffic contention. These results mean that the proposed system can maintain high SNN

traffic such as fast and bursting operation modes of spiking neurons [13].

On the other hand, SP-KMCR reduces the latency by 12.2%when compared toKMCR

before it reaches the saturation point, even with a small network size such as the one used
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Figure 7.10: Average latency over various SIRs in 3D domain: (a) Inverted Pendulum (b)
Wisconsin Data-set.
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Figure 7.11: Average latency over various SIRs in 2D domain: (a) Inverted Pendulum (b)
Wisconsin Data-set.
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for the Inverted Pendulum application. This is due to the fact that source nodes in the

SP-KMCR send spikes to their shortest path node instead of centroid node in KMCR;

resulting in alleviating the congestion in the intermediate node like the centroid. The

evaluation results also demonstrate that the SP-KMCR enables systems, running SNN

applications with a smaller timestep, to improve their acceleration potential. As shown

in Figure 7.11a, the average latency evaluation result for the 2D system configuration is

almost similar to the 3D configuration due to the small, realistic NN benchmark.

For Wisconsin Data-set benchmark in 3D domain, the increase of the network size

causes a higher latency when compared to the Inverted Pendulum application, as shown

in Fig 7.10. The latency also increases with the increase of SIR. The unicast-based system

suffers higher latency compared to the KMCR by about 14.43%, at SIR = 11%. Further-

more, KMCR can support a higher SIR reaching up to 22.22% when compared to the

unicast-based. Compared to the KMCR, the SP-KMCR reduces the average latency by

9.5%, at the highest injection rate. The improvement of SP-KMCR is also kept in 2D

domain (see in Fig 7.11b).

Figure 7.12 and 7.13 show the evaluation and comparison results regarding the average

throughput. The average throughput of both KMCR and SP-KMCR is similar since they

keep the same spike injection rate. The results show that the proposed routing algorithms

achieve 24.5% and 22% higher throughput when compared XYZ-UB mechanism over the

Inverted Pendulum andWisconsinData-set benchmarks on 3D domain, respectively. The

evaluation results also show the proposed multicast routing benefits in terms of efficient

bandwidth when running SNN applications.

In Section 7.2.2, we evaluated and compared the KMCR with three other existing

works: Dragonfly [178], H-NoC [22], and Cmesh [179]. The evaluation results showed

that KMCR can maintain a higher SIR before saturation point, by about 8.7% when

compared to the best algorithm (i.e., Dragonfly) among the three considered works. This

allows us to further believe that the proposed SP-KMCR in this research shows better

performance when compared to Dragonfly, H-NoC, and Cmesh.
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Figure 7.12: Average throughput over various SIRs in 3D domain: (a) Inverted Pendulum
(b) Wisconsin Data-set.
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Figure 7.13: Average throughput over various SIRs in 2D domain: (a) Inverted Pendulum
(b) Wisconsin Data-set.
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Figure 7.14: Average latency over various fault rates: (a) Inverted Pendulum (b) Wisconsin
Data-set.
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To further explore the improvement of SP-KMCR, we evaluate both KMCR and SP-

KMCR with larger network sizes (× × , × × , and × × ). Here, all nodes in

the first layer send packets to all the other nodes in the second layer. Fig. 7.15 compares

the performance of KMCR and SP-KMCR in terms of average latency. The evaluation

result shows that the SP-KMCR achieves lower average latency compared to KMCR,

at about 10.29%, 16.86%, and 23.57% with 3DNoC sizes of  ×  × ,  ×  × , and

 ×  × , respectively. It means that the proposed SP-KMCR improves the average

latency, especially for large network sizes.

3x3x2 4x4x2 5x5x2
Network size

0

10

20

30

40

50

Av
er

ag
e 

la
te

nc
y 

(c
yc

le
)

KMCR
SP-KMCR

Figure 7.15: Average latency comparison of KMCR and SP-KMCR over different network sizes.

7.2.4 Fault-tolerant K-means Based Multicast Routing Algorithm Evalua-

tion

In this evaluation, we explore the fault-tolerance potential of the proposed algorithm.

In this experiment, the fault-tolerant mechanism was added to both KMCR and SP-

KMCR baselines, denoted as FT-KMCR and FTSP-KMCR, respectively. We also used

realistic benchmarks for the evaluations. The experiments are taken under variation of

fault injection rate.
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Performance Evaluation

Latency evaluation:

The average latency as a function of fault rate is shown in Figure 7.14. As represented in

this figure, the FT-KMCR and FTSP-KMCR keep the same latency compared to their

baseline systems when no fault is injected. This is because both fault-tolerant systems

and their baseline use the same routing tree. There is also a slight increase in the average

latency of the FT-KMCR and FTSP-KMCR when increasing the fault rate. This comes

from the fact that the fault-tolerant architectures use backup branches resulting in high

traffic at the remaining healthy links. For Inverted Pendulum, the average latency of the

FT-KMCR increases by about 6.67%, 15.33% and 26.67% at 5%, 10%, and 20% fault

rates, respectively, compared to the KMCR. Here, the maximum spike injection rate is

0.25 spike/node/cycle. Figures for FTSP-KMCR are lower: about 5.61%, 15.10%, and

25.34%. The increase of average latency results in the system running in a longer timestep;

however, the system can correctly run SNN applications at a higher fault rate.

For Wisconsin Data-set, the average latency of FTSP-KMCR increases by 1.27%,

5.77%, and 16.23% when compared to its SP-KMCR baseline system. These evalua-

tion results show that the proposed FTSP-KMCR has lower average latency compared to

the FT-KMCR in both applications. The latency reduction is due to two main reasons:

first, as explained above, the source nodes in FTSP-KMCR send packets to their shortest

path node instead of centroid. Second, since backup routing computations are performed

off-line, the runtime overhead of the proposed fault-tolerant technique is the same as its

baseline. This helps the system to better reduce the effect of timing violations in SNNs

caused by the long latency of recovery mechanisms.

Throughput evaluation:

Figure 7.16 compares the throughput of the proposed and the baseline systems. For

the Inverted Pendulum, the architectures show similar average throughput results when

increasing the fault rate. This is thanks to the redundancy of the architecture used for
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Figure 7.16: Average throughput over various fault rates: (a) Inverted Pendulum (b) Wis-
consin Data-set.
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backup routing paths. For example, as shown in the right side of Figure 5.4 (b), when the

ZYX version of the DOR is used for determining the primary tree, all intra-layer links in

the first layer (L) are not used. These links can be used as potential backup branches. This

allows the proposed fault-tolerant architecture to maintain the communication traffic at

the highest spike injection rate (i.e., the rate before the saturation point at 0% fault rate).

This is the reason why the throughput is unchanged, while the average latency increases

when raising the fault rate due to the larger hop count of the backup branches. On the

other hand, there is a decrease in the average throughput of the proposed system under

Wisconsin Data-set benchmark when increasing the fault rate. This is caused by the larger

number of neurons used in this application resulting in higher contention in primary and

backup branches. Therefore, the proposed architecture is not able to keep the same spike

injection rate when increasing the fault rate, as it was the case for the Inverted Pendulum

application. At a fault rate of 20%, the throughput of FT-KMCR and FTSP-KMCR

decreases by 49.5% (i.e., the spike injection rate of 0.056 spike/node/cycle) compared to

the system without fault. Nevertheless, the proposed algorithm was capable of correctly

delivering all the spikes to their destinations despite this high fault rate. The evaluation

results also show that a higher fault rate leads to reduction in the spiking frequency, as

analyzed in Chapter 4.

Hardware Complexity Evaluation:

We also evaluated the hardware complexity in terms of area cost and total power con-

sumption of the KMCR and FTSP-KMCR architectures (i.e., the entire network) to

observe the extra hardware resources necessary for the proposed fault-tolerant method, as

shown in Table 7.5. Regarding the area cost, the FTSP-KMCR uses more area than the

KMCR system (about 5.88% and 5.49% for the Inverted Pendulum and the Wisconsin

dataset, respectively). This is also consistent with the power consumption results, in which

the FTSP-KMCR consumes a higher amount of power (about 5.03% and 4.97% for the

Inverted Pendulum and the Wisconsin dataset, respectively). This hardware overhead is
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Table 7.5: Power consumption of the KMCR and FTSP-KMCR under the benchmarks.

System KMCR FTSP-KMCR
Inv. Pen. Wis. Inv. Pen. Wis.

Area (mm) 0.102 0.346 0.108 0.365
Power (mW) 10.13 34.20 10.64 35.92

mainly due to the extra hardware needed for the backup branches.

Discussion:

We validated the reliability of the proposed architecture to sustain correct inter-neural

communication even at a 20% fault rate, while ensuring small hardware complexity and

graceful performance degradation. Nevertheless, a couple of points need to be discussed

in order to exploit the full potential of the proposed architecture. Hereafter, we address

these challenges and highlight the possible solutions.

The first point to be addressed is the improvement of the proposed fault-tolerant multi-

cast routing algorithm to deal with multiple faults. In particular, when successive multiple

faults occur in the primary branches. In the current implementation, the proposed algo-

rithm should forward spike packets through backup branches for every single faulty link.

In Figure 5.5, for example, if both pb and pb are faulty, incoming spikes from ”grand-

father” are firstly forwarded to ”father” through backup branches, then from ”father” to

”son”. However, this leads to increased latency due to the additional unnecessary hop

travel. This issue can be tackled by using direct backup paths from ”grandfather” (or an-

other ancestor) to ”son”. On the other hand, this method requires that ”grandfather” (or

another ancestor) has to know the status of the primary branches to ”son”. To do so, ”son”

can be continuously monitoring the status of the upstream link. Once detecting a fault

there, the ”son” should start notifying this information to all the routers on its backup

path. In this fashion, whenever and wherever any fault occurs, our algorithm will be able

to reconfigure the network to deliver multicast packets as long as the routing table size

allows it.

The second challenge to be discussed is the implementation capability of large neural
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networks. Although the neural network size used in the current experiments is relatively

small compared to the popular neural networks, it should be noted that we assumed that

each SNPC has one neuron to evaluate the performance of the proposed communication

architecture. In the final system, after SNPCs are integrated, each of them will contain

256 neurons. At that time, the system can accommodate almost 7000 neurons with a

3D-NoC network size of 3×3×3, as used in the current evaluation. This is a plausible

scenario since, when setting the operation frequency of our 3DFT-SNN to 100MHz, it

takes an average of 2.02ns to deliver a spike at a fault rate of 20%. With 256 neurons in

an SNPC, it takes 517.12ns. This means that the network architecture can still perform

1,933.8× faster than the real-time requirement of SNNs; that is 1ms (spike rate up to

1KHz) [13]. For further applications require hundred thousands or even millions of neu-

rons, our 3DFT-SNN chips are connected together. This is a common design manner of

other SNN systems.

124



8
Conclusions and Future Work

I
n this thesis, we presented algorithms and architectures for spiking neu-

ral network systems based on 3D-NoC, named 3DNoC-SNN. The pro-

posed system shows essential characteristics, such as low latency, high through-

put, high reliability, and low power footprint that make it suitable for large-scale SNN-

based embedded artificial intelligence (AI) implementations.

Before designing and implementing the 3DNoC-SNN, we presented a performance

assessment method to early explore the performance of the 3D mesh-based inter-connect

architecture. The assessment model is taken under different spiking neural network pat-

terns and spike routing method (i. e., unicast (UC), multicast (MC), and broadcast (BC)).

The analyzed results show that multicast is the most suitable for implementing SNNs.
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Furthermore, we also analyzed the effect of connection faults over the 3DNoC-SNN sys-

tem. As analyzed in the model, faults occurring connections lead to the degradation of

system performance in terms of efficient bandwidth, delivered spike rate and the number

of neurons that can be accommodated in each neural tile. As a result, the system demands

a fault-tolerant technique to deal with this issue, and from there, avoid timing violation

of spiking neuromorphic systems.

To deal with the interconnection challenge of SNN hardware implementations, we pro-

posed a 3D-mesh interconnect architecture and spike multicast routing algorithms. The

routing methods are based on the combination of K-means clustering and the tree-based

multicast routing method. Adopting k-means as a partition method, helps to get over-

all balanced traffic and then improve system performance as well. Furthermore, to deal

with connection faults, we also proposed a new fault-tolerant multicast routing algorithm

that pre-defines primary and backup routing paths. When faults appear in the primary

route, routers switch incoming spike packages via the backup path. This reduces recovery

overhead, average latency, and enabling the system to avoid timing violation of SNNs.

From the performance evaluation, the results have shown the efficiency of the pro-

posed architecture and algorithms. SNN topologies used in the evaluations are consistent

to topologies analyzed in the assessment model, where realistic benchmarks belong to the

randomly connected neural network (RNDC), and the synthetic benchmark is presented

for Hopfield neural network (HF). While k-means based multicast routing algorithm

(KMCR) have shown better result compared to XYZ unicast-based multicast (XYZ-UB)

in terms of spike injection rate (25%), latency (14.43%), throughput (24.5%), shortest-

path k-means based multicast routing algorithm (SP-KMCR) reduced latency of 12.2%

than KMCR. These evaluation results are consistent with the analytical model. Further-

more, both KMCR and SP-KMCR also have good results in the 2D domain and the

proposed system achieved better results compared to other 2D architectures (i.e., CMesh,

H-NoC, Dragonfly), about 8.7% of higher injection rate and lower almost × of latency

compared to Dragonfly. This also proves the results in the analytical model. Regarding
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fault tolerance, the proposed fault-tolerant multicast routing algorithm enables the system

to sustain correct traffic communication with a fault rate up to 20%, while only suffering

16.23% longer latency and 5.49% extra area cost when compared to the baseline architec-

ture. These evaluation results mentioned above have shown consistency in the analytical

model.

In conclusion, this dissertation has presented algorithms and architectures for spiking

neuromorphic systems. It provided a comprehensive set of analytical assessment, spike

routing algorithms, and architectures for 3D neuromorphic systems. Furthermore, a fault-

tolerant approach also presented to dealing with faults occurring in connections between

neural tiles.

Though, there are still other several issues that need to be addressed. The first one is

how to map spiking neural networks onto the system because it influences the overall

performance of the interconnect architecture. In this thesis, we used the layer-to-layer

mapping method, however, a comprehensive mapping method should be investigated.

The second one is learning implementation which makes impacts on system performance

and hardware complexity as well. Furthermore, the reliability of neuromorphic systems

also needs to be investigated. In this work, we focused on connection faults, but other

parts such as neurons, memories of the system also need to be concerned.
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