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Abstract

According to the Cisco report published in June 2017 [1], by year 2021 82% of the world’s

IP traffic will be taken over by video streaming services. Within that segment, live video stream-

ing (often referred to as “livestreaming”) would represent 13% of the world’s video traffic, with

mobile users being the fastest growing group of consumers. It is evident that video streaming is

growing in popularity, which perhaps can be explained by its relative ease of use: often in video

streaming applications users are a single “tap” away from experiencing themedia content. Such

availability makes livestreaming, or more specifically, mobile livestreaming, ubiquitous in cases

where a quick sharing of a remote situationwithmultiple users in real time is needed, including

social and collaborative applications such as Facebook Live, Periscope, Skype, and FaceTime.

However, such convenience comeswith a cost: usually a streaming session consists of a low-

resolution single-viewpoint video stream, which provides limited information about a remote

situation. In scenarios where spatial context is important, for instance when a streaming user

constantly changes locations and interacts with different environments, such limitations can

negatively affect user experience: it is hard for viewers to understand where a streaming user is

located, and for streamers it is equally hard to react when viewers refer to a certain part of the

environment surrounding the streamer.

Therefore, this dissertation investigates and proposes a new approach to how mobile live

media streams are presented and interacted with in social and collaborative applications. The

main research problem can be formulated in the following question: “Given the spatial data

inferred from mobile devices, how can multiuser live video streaming sessions be improved?” In

this case the definition of “improvement” is dispersed and discussed within the scope of the

following contributions.
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In the first contribution, this thesis approaches the livestream composition problem from

the perspectives of mixed reality displays and social livestreaming systems. It proposes new and

updates existing taxonomies, uponwhich the related publications andprojectswere categorized

and qualitatively compared.

Based on the observed literature, in the second contribution this thesis outlines and pro-

poses a new spatial livestream composition (SLC) method, which organizes spatial and media

information into two categories: spatial background, which provides a generalized spatial con-

text, and spatialized live media streams which are embedded within the spatial background,

creating a composited mixed reality space in which users can experience multiple live media

streams and interact with each other in real time.

The proposed SLCmethodwas implemented and evaluated in several proof-of-concept ap-

plications. In the third contribution, this thesis discusses an implementation of SLCmethod in

a collaborative mixed reality application, which was tested in a user study that detected a statis-

tically significant decrease in mental workload and increase in spatial and situational awareness

among viewers in comparison with a regular video streaming application. Based on these re-

sults, in the fourth contribution this dissertation applies the SLC method to social interactive

applications, and investigates whether the proposed method also affects user engagement in a

user study that compares the developed applicationwith Periscope (a popular social livestream-

ing platform). Although the user comments favored the social livestreaming application with

SLC method, the statistical results were inconclusive, and therefore a set of recommendations

for similar studies was formed.

In the final contribution, this dissertationdiscusses howSLCmethod canbe combinedwith

other mixed reality applications by proposing a decentralized “metaverse,” a blockchain-based

method for organization and sharing of virtual spaces formixed reality systems. It discusses how

this approach can be integrated in both SLC and non-SLC based systems, and their possible

future applications.

2



1
Introduction

1.1 Live media streaming
According to the Cisco report published in June 2017 [1], by year 2021 more than eighty

percent of the world’s Internet traffic will be taken over by video streaming. In that segment,

live video streaming would represent thirteen percent of video traffic, with mobile users being

the fastest growing group of video consumers. While these numbers might seem ambitious,

even now video streaming takes over more than a half of total Internet traffic, with the second

most visited website on the Internet being YouTube [2], a video streaming platform.

Suchpopularity canbe explainedbyhowvideo streaming technology is implemented. Video

streaming, or more broadly, media streaming refers to multimedia content being delivered to
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users continuously throughout a streaming session by a content provider. Such implementa-

tion, in comparison with having to download a complete media file first, allows almost instan-

taneous display of streamed media to consumers. Video streaming can be further divided into

video on demand (VoD), where streamed media is represented by a complete file stored on a

content provider’s server, and live video streaming (often referred to as “livestreaming”) where

the media is captured and displayed to users in real time.

1.2 Motivation and research goals
Livestreaming is also widely adopted as the main form of interaction in social and collab-

orative applications. Mobile applications such as Instagram Live, Facebook Live, and Skype

feature livestreaming as a way of quickly sharing a remote situation with distributed session

participants “on the go.” However, in such cases the applications are either not taking full ad-

vantage of spatial data provided by mobile devices, or use it only in specific cases, such as pho-

tospherical video streaming. Therefore, quite often the only source of information for remote

viewers is amonoscopic video stream, which, without any spatial context, makes it hard or even

impossible for users to understand the remote situation, or navigate around the remote loca-

tion in cases where a streamer is constantly moving from one location to another and interacts

with different environments.

Therefore, this dissertation investigates and proposes a new approach to how mobile live

media streams are presented and interacted with in social and collaborative applications. The

main research problem can be formulated in the following question: “Given the spatial data

inferred from mobile devices, how can multiuser live video streaming sessions be improved?” In

this case the interpretation of “improvement” is reflected by the following research goals:

1. Would implementing adifferentmulti-viewpoint livemedia streamcompositionmethod

decrease users’ cognitive workload, and increase spatial and situational awareness in col-

laborative applications?

2. Would such change also affect user engagement in social livestreaming applications? In
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this case the definition of user engagement is comprised of users’ opinion on whether

they could influence and interact with the remote media streams.

3. How can other applications benefit from the proposed change in the live media stream

composition approach?

1.3 Main contributions
Based on the defined research goals, themain contributions of this dissertation can be sum-

marized in the following items:

1. Updated extended mixed reality taxonomy and proposed categorization of social live media

streaming systems. In the first contribution, this thesis updates the existing and proposes

new taxonomies, and uses them for qualitative comparison of relevant works. Based on

the observed literature, the approaches to media stream composition problem can be

viewed from two different aspects: mixed reality displays, and social livestreaming sys-

tems. Using such categorization and comparison, this work outlines a set of desirable

features such as fast access to full spatial data, pervasiveness, and multiple forms of user

interactions.

2. Spatial live media stream composition method. Building on the outlined features, in

the second contribution this study proposes a novel spatial live media stream compo-

sition (SLC) method. The proposed method combines both spatial and media infor-

mation, and divides them into two categories: spatial background, a generalized infor-

mation source that provides a spatial context in which real-timemedia streams and users

can be placed; and spatialized live media streams, real-timemedia (audio, video, or other)

feeds coming from streaming users, rotationally oriented within the spatial background.

Both categories are composited into a single interactive mixed reality space, in which all

users can communicate and collaborate together. The spatial information is synchro-

nized, and viewers can observe and interact with streamers’ remote environments and

their viewpoints in real time.

5



3. SLC method for pervasive telepresence and remote collaboration on mobile devices. The

SLC method is then implemented in three proof-of-concept applications. In the third

contribution this dissertation investigates the merits of SLC method in remote collab-

oration context. Named as “StreamSpace,” the proposed collaborative mobile applica-

tion creates amixed reality space from aweb-based photospherical imagery (spatial back-

ground), and places a set of rotationally tracked real-time video streams that represent

connected streaming users (spatialized live media streams). Aside from video streams,

both viewing and streaming users can interact in mixed reality space through real-time

audio and 3D annotations. This application has been tested in an experiment where

users, placed in two separate locations, were asked to collaborate together and find an

object hidden within one of the locations. In comparison with a regular monoscopic

live video streaming system, StreamSpace, and therefore this specific application of SLC

method, has shown a statistically significant decrease in cognitive workload, and increase

in spatial and situational awareness among viewers.

4. SLC method for interactive mobile social live video streaming systems. In the fourth contri-

bution the study investigates whether SLC method could also affect user engagement in

social livestreaming systems by building and evaluating a second application called “Re-

actSpace.” The application is based on top of the media stream composition interface

developed in StreamSpace, and it adds spatialized reaction buttons on top of audio and

videomodes of interactions already available to users. ReactSpace was evaluated in a test,

in which users viewed and interacted with remote livestreams both by using Periscope (a

popularmobile livestreaming platform) andReactSpace. Afterwards, the users filled out

a questionnaire thatmeasuredwhether they felt that they could influence a remote video

stream using different interactionmodalities presented in ReactSpace, and whether they

enjoyed using the application in comparison with Periscope. Although according to the

user feedback participants preferred using ReactSpace, the statistical results were incon-

clusive, since a ceiling effect was detected. Therefore, the study discusses the issues in

6



conducted experiment and outlines a set of suggestions for future similar studies.

5. Distributed metaverse: extending the SLC method for other mixed reality applications.

Moving forward from the social and collaborative proof-of-concept applications, in the

final contribution this dissertation also investigates how SLC method can be reapplied

and connected with other existing mixed reality systems. The study proposes an ap-

proach that combines spatial data (such as geospatial coordinates), used when creating

a mixed reality space in SLC-based applications, with a blockchain-based distributed

database. Such combination creates a “metaverse,” a set of virtual spaces attached to real

geospatial coordinates that can be shared and reused among other virtual and mixed re-

ality systems. This work discusses the use-cases of such approach both within the con-

text of StreamSpace, and other applications that might not necessarily employ the SLC

method.

The presented main contributions were published in a refereed journal and international

conferences. The list of publications that comprise the work carried out within the scope of

this dissertation is as follows:

• Spatial Social Media: Towards Collaborative Mixed Reality Telepresence “On The Go”

(Chapters 2 and 3). In Extended Abstracts of the 2018 CHI Conference onHuman Fac-

tors in Computing Systems. Montreal, 2018 [3].

• StreamSpace: Pervasive Mixed Reality Telepresence for Remote Collaboration on Mobile

Devices (Chapter 2 and 4). In IPSJ Journal of Information Processing, Special issue of

“Advances in Collaboration Technologies.” Tokyo, 2018 [4].

• ReactSpace: Spatial-Aware User Interactions for Collocated Social Live Streaming Expe-

riences (Chapters 2 and 5). In 2018 IEEE International Conference on Systems,Man, and

Cybernetics (SMC). Miyazaki, Japan, 2018 [5].

• Applying Rotational Tracking and Photospherical Imagery to Immersive Mobile Telep-

resence and Live Video Streaming Groupware (Chapter 5). In ACM SIGGRAPH Asia
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Figure 1.1: Thesis structure and suggested reading order

2017 Mobile Graphics & Interactive Applications. Bangkok, 2017 [6].

• Distributed metaverse: creating decentralized blockchain-based models for peer-to-peer

sharing of virtual spaces for mixed reality applications (Chapter 6). In the 9thAugmented

Human International Conference. Seoul, Republic of Korea, 2018 [7].

1.4 Thesis outline
The condensed outline of this thesis can be seen on Fig. 1.1. The content of the rest of the

chapters is as follows:

• Chapter 2: Proposal of the updated mixed reality display taxonomy and the new social

livestreaming system taxonomy. Overview of the relevant literature and projects, outline

of the features that are used in design and implementation in the next chapters.

• Chapter 3: Design and implementation of spatial live media stream composition (SLC)

method.
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• Chapter 4: Implementation of SLC method in collaborative applications, investigation

of effects of SLC method on user cognitive workload, spatial, and situational awareness

in comparison with a regular video streaming application.

• Chapter 5: Implementation of SLC method in social media applications and investiga-

tion of its effects on user engagement in comparison with Periscope, a popular video

streaming platform.

• Chapter 6: Extension of developed SLC method for unified archiving, mapping, and

sharing of virtual spaces in social and collaborative mixed reality applications.

• Chapter 7: Summary of the main contributions achieved within the scope of this work,

discussion of possible impacts and future iterations of the developed method and its

proof-of-concept applications.

9
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2
Background

There aremultiple studies on improving livestreamviewing and interaction experience through

introduction of different viewing modes and enriched spatial information about remote loca-

tions. The approaches can be generally divided into two, often connected, categories: mobile

mixed reality displays, and social interactive systems. This chapter updates old and proposes

new taxonomies for both approaches, based on which the relevant publications and projects

are qualitatively compared. As a result of such comparison, this study outlines desirable fea-

tures and recommendations that are used in design and implementation of SLC method and

its proof-of-concept applications.

11



Figure 2.1: RV continuum and extended mixed reality taxonomy, as presented in [8] and [9]

2.1 Mobile mixed reality displays

2.1.1 Classification of mixed reality displays

Mixed reality was first introduced by PaulMilgram and FumioKishino in [10], represented

in the form of Reality–Virtuality (RV) continuum (Fig. 2.1, top). The RV continuum placed

mixed reality applications on a spectrum between real and virtual environments, and classified

mixed reality experiences as augmented reality (AR) or augmented virtuality (AV).

As discussed by Mark Billinghurst [8], the RV continuum was further expanded by Mil-

gram et al. [9] to provide a more detailed classification of mixed reality displays. The extended

mixed reality display taxonomy includes three continua (Fig. 2.1, middle and bottom):

12



• Extent of World Knowledge (EWK) represents the amount of real world modeled and

recognized by amixed reality system. “WorldUnmodelled”means that the systemknows

nothing about the real world, and “WorldModelled” entails complete understanding of

real world.

• Extent of Presence Metaphor (EPM), i.e., the level of user immersion in a scene, is de-

scribed on a spectrumbetweenmonoscopic imaging (no immersion) and real-time imag-

ing (full immersion). It should be also noted that the use of “presence” here is different

from the more recent and now broadly accepted interpretation as subjective impression

[11], reserving “immersion” to basically mean objective richness of media.

• Reproduction Fidelity (RF) describes how detailed is the reproduced world in a mixed

reality system, with monoscopic video as the lowest fidelity reproduction, to 3D high-

definition reproductions as the highest. Since the initial definition of this continuum

was introduced over twenty years ago, in this dissertation it was adjusted to reflect the

recent changes in mixed reality display technology. Namely, the adjustments (in bold

font) are: the high dynamic-range imaging (HDR), high frame rate (HFR), 4K and 8K

video standards, introduced photogrammetry and high-definition 3D scene streaming.

Also the high-definition video was changed to appear earlier in the spectrum due to it

being more common nowadays.

Using these spectra it is possible to estimate and compare the quality of real world capture,

immersion, and reproduction among different mixed reality displays.

It should be also noted that at the moment of writing several new terms were observed in

description and classification of mixed reality systems: extended reality (often referred to as

XR) and diminished reality. Extended reality is an umbrella term that includes both mixed re-

ality and virtual reality interactions [12], whereas diminished reality represents a special case of

augmented reality that digitally “removes” objects from real world instead of adding or compli-

menting it [13]. Although this dissertation does not specifically interactwithXRor diminished

13



reality systems, it is important to include this distinction in order to avoid any possible confu-

sions that might arise from mixed reality research terminology.

2.1.2 Related virtual and mixed reality displays

One of the earliest virtual reality displays that used photospherical imagery was described

by Hirose in “Virtual Dome” and its extending revisions [14]. The system presented a set of

images captured by a rotated camera, arranged in a sphere (bottom end of EWK, middle of

EPM),which couldbe viewed through aHead-MountedDisplay (“StereoscopicVideo” ofRF).

Virtual Dome extensions included the introduction of motion parallax and GPS tracking.

The advantageofmixed reality systems for remote collaborationwas affirmedbyBillinghurst

and Kato in the “Collaborative Augmented Reality” survey [15], which reported improved

sense of presence and situational awareness compared to regular audio- and videoconferencing

solutions. The authors also acknowledged the necessity of handheld displays for wider adop-

tion of mixed reality techniques in collaborative scenarios.

Cohen et al. [16] also noted the limitations of tethered Head-Mounted Displays (HMD)

in suchmixed reality systems as Virtual Dome and developed amotion platform for navigation

aroundpanoramic spaces. It used a regular laptop screen (“ColourVideo”ofRF) for panoramic

display (bottom end of EWK, middle of EPM) and a rotating chair for navigation around a

panoramic space. Although the system aimed to be fully untethered, it still used chair-driven

gestures for interaction.

Fully untethered collaborativemixed reality telepresencewas presented in “Chili” by Jo et al.

[17]. The application allowedusers to control the viewpoint of a remote scenewith gestures and

on-screen drawings on their mobile devices. Using the extended MR taxonomy, Chili would

be at the bottom end of EWK since its feature detection algorithm was used only for drawing

stabilization, at the “HighDefinition Video” point of RF, and the “Monoscopic Imaging” end

of EPM.The latter alsomeans that users’ viewpoints were bound together, and a viewer cannot

freely explore the mixed reality space without being attached to the streaming user’s viewpoint.

Similarly, the overlaid video annotation aspect was also investigated in Skype for HoloLens

14



in a study by Chen et al. [18], and for mobile and desktop platforms in a study byNuernberger

et al. [19]. Although both studies featuredmonoscopic high-definition video similarly to Chili,

their tracking approach partially modeled the world around them which puts both studies in

the middle of EWK spectrum.

Free navigation around panoramas was presented in Bing Maps by Microsoft [20] where a

user could overlay a real-time video stream over a photospherical panorama of a location, but

the systemwas limited only to photospherical imagery provided byMicrosoft and at the time it

did not fully support mobile devices. Onmobile platform it was explored by Billinghurst et al.

in “Social Panoramas” [21], with which users could access static panoramic images (bottom of

EWK, “High Definition Video” of RF, middle of EPM) and collaborate by drawing on them

in real-time.

Panoramic realtime updates were further demonstrated in systems by Gauglitz et al. [22]

andKasahara et al. in “JackIn” [23]. JackInusedhead-mounted camera and simultaneous local-

ization andmapping (SLAM) to create an updated photospherical image from stitched photos

(bottom end of EWK, middle of EPM) which could be viewed and interacted with through a

high definition display (“HighDefinitionVideo” end ofRF). Similarly, the systemproposed by

Gauglitz et al. was using a handheld mobile tablet for image capture. Both solutions, however,

required large motion parallax for stable tracking and creating a complete panoramic image.

This issue was discussed by Nagai et al. in LiveSphere [24], which used a set of head-

mounted cameras, eliminating the need for movement around the location to capture a com-

plete panorama. Similarly, Saraiji et al. in “Layered Telepresence” [25] used a HMD with em-

bedded eye tracker to switch between blended stereoscopic video streams originating from cam-

eras on robots’ heads. Both studies fall at the bottom of EWK, at“Stereoscopic Video” point of

RF, and “Surrogate Travel” of EPM.

Such solutions, however, still required computational power that was relatively high for

mobile devices, which was addressed in PanoVC by Müller et al. [26]. Instead of a set of head-

mounted cameras, PanoVC used a mobile phone to create a continuously updated cylindrical

panorama (bottom of EWK, “High Definition Video” point of RF, and middle of EPM), in
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Figure 2.2: The distribution of mixed reality systems based on extended taxonomy. Since most of the
presented examples are at the bottom end of EWK, the solutions are sorted only alongRF andEPMaxes.
The several studies at the middle of EWK spectrum are shown as a circle. For the sake of convenience,
all studies were marked in different colors depending on the range of mobility available to users.

which users could see each others’ current viewpoints and interact through overlaid drawings.

Finally, while PanoVC used a set of static images to create a live panorama, Singhal et al. in

BeWithMe [27] used panoramic video streaming (bottom end of EWK, “Stereoscopic Video”

of RF, and “Surrogate Travel” of EPM) for mobile telepresence. It allowed immediate capture

of user’s surroundings, but the resulting experience was still limited to only two users at once.

Similar approach was also implemented in the updated version of JackIn project by Kasahara et

al. [28], moving the display towards the “Stereoscopic Video” of RF, and “Surrogate Travel”

of EPM.

2.1.3 Conclusion

As a result of mixed reality display literature overview, this dissertation outlines a series of

key features and limitations in media stream composition methods, such features include:

• High-immersion approaches (rightmost sideofEPM) tend toprovidenear-instantaneous

access to full spatial information (e.g., realtime spherical video streams),
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• however it is done at a cost of decreased mobility (“Layered Telepresence”) or limited

interactivity (in JackIn 2017 and BeWithMe, the viewers can experience only one media

stream at a time).

• Stitching-based methods (e.g., PanoVC, “Social Panoramas,” early version of JackIn) are

inefficient since they require either a large motion parallax or high computational power

to represent a remote space. Furthermore, nowadays stitching is already provided in ei-

ther software or hardware used for mixed reality displays.

• Mobile systems ensure low computational power and higher pervasiveness (availability

of the system to a wide range of users without requiring specific or high-end hardware)

by operating with basic spatial information, such as rotational tracking (Chili, PanoVC)

and edge detection (Chili, Nuernberger, Gauglitz).

2.2 Social livestreaming systems

2.2.1 Social livestreaming system taxonomy and relevant works

Another approach to improvement of livemedia stream composition problem comes from

the perspective of social livestreaming systems. Indeed, the term “livestreaming” in themodern

context is mostly used in such services as Twitch, YouTube, or Facebook Live, that add a social

element to real-time video stream viewing. Furthermore, since the elements presented inmixed

reality displays are being implemented in the modern mobile livestreaming applications (e.g.,

“AR filters” feature in Snapchat), it is necessary to establish a taxonomy that combines both

mixed reality displays and social interactive systems in a set of features upon which the relevant

works can be qualitatively compared.

Therefore, this dissertation proposes a taxonomy (Fig. 2.3) based on the extended mixed

reality classification discussed above. Similarly, this taxonomy builds on three continua: Extent

of Social Interaction Space (ESIS), Extent of User Communication (EUC) and Reproduction

Fidelity (RF).
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Figure 2.3: Proposed livestreaming system taxonomy

2.2.2 Extent of Social Interaction Space

The first proposed continuum measures the extent of the social interaction space available

to the livestream viewers. For example, such livestreaming application as Periscope allows view-

ing only one stream at a time and thus minimizes the social interaction space to only a single

stream. Stream aggregating services likemultitwitch [29] or kbmod [30] allow combiningmul-

tiple streams visually, however the interaction is still restricted only to each individual stream.

Similarly, Google Hangouts allows streaming live group chats to YouTube [31], combining

multiple streams into a single video stream,which allows interactingwith all video streams at the

same time, but not with each of them independently. Finally, there is a new emerging approach

to live stream interaction presented in Rivulet byHamilton et al. [32], which aggreggates mul-

tiple streams and allows users to interact bothwithin a single stream and acrossmultiple streams

simultaneously.
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2.2.3 Extent of User Communication

The second continuum classifies different means of communication between viewers and

streamers. It is based onMcLuhan’s “hot” and “cool”media concept [33] andwas used for clas-

sification of user interactions in [32] and [34]. The hot and cool concept proposes a spectrum,

where different media is classified based on amount of mental workload. Cool media requires

users to apply a considerable amount of mental effort to understand it, unlike hot media, that

is more understandable and thus easily “digestible.” In McLuhan’s example, the books would

be classified as cool media, while movies would be on the hot side of the spectrum.

Similarly, this concept is employed for categorization of available modes of user interaction

observed in similar studies:

• Reaction buttons, which are also sometimes referred to as “hearts” and “like buttons,” are

implemented in almost any social live streaming service, including Periscope, Instagram

andYouTube. Reaction buttons are one of the “coolest” forms ofmedia, because they do

not provide a complete representation of a person’s reaction. Although in most services

such buttons are represented by 2D icons, in the recent project by Facebook [35], the

reaction buttons can be placed around the virtual 3D space and thus could theoretically

provide more context for the participants.

• Text messages and annotations / Physical controls. Similarly to reaction buttons, almost

all services mentioned above provide support for text messaging. Some researchers have

even extended the messaging capabilities to include specific commands. For example,

Yonezawa and Tokuda [36] integrated a set of commands that allows users changing the

camera orientation and light conditions in the live video stream, andNassani et al. tested

both 2D and 3D text annotations for social applications [37].

• Monophonic audio and monoscopic photo or video is perhaps the most common form of

hot media streaming and is available on all live streaming services.
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• Spatial audio and visually spatialized, or spherical, photo / video is supported on ser-

vices like Periscope, YouTube and Facebook Live in the form of 360° video streaming,

providing a spherical overview of the scene, and thus becoming a hotter form of media

in comparison with regular monoscopic video streaming. Another example would be

the previously discussed project LiveSphere by Nagai et al. [24] that used a set of head

mounted cameras to present a “first-person” spherical live video feed. Similarly, Kasa-

hara et al. in JackIn [23] streamed from a single head-mountedmonoscopic camera, but

through simultaneous localization and mapping (SLAM) algorithm the authors were

able to create a constantly updating spherical panorama from different video frames and

spatially arrange the live video stream inside of it.

• Avatars is an emerging form of communication in live streamed media. For instance in

Facebook Spaces [35], users are represented as virtual avatars that can navigate around

the scene and interact with everybody through other cooler forms of media. Most likely

the future forms of live streamed media would also include different forms of haptic in-

teractions that would fall in this category.

2.2.4 Reproduction Fidelity

As in the extended mixed reality taxonomy, this continuum describes the level of fidelity

of live streamed media. Similarly to the updated extended mixed reality taxonomy, the scale

reflects the recent changes in live streamed media displays. The continuum starts at standard

definition color video which is supported by systems like Periscope [38] or Rivulet [32], and

moves towards high-definition, stereoscopic (HMD-based) and spherical video. Finally, this

spectrum includes volumetric video showcased in Facebook Surround 360 [39] and by Zhou

in Visibit [40].

2.2.5 Conclusion

Based on the observed social livestreaming systems, this study outlines key features and lim-

itations of the current state-of-the-art solutions:
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• User engagement (active participation in livestreaming sessions) can be increased via high

ESIS cross-stream interactivity [32, 34, 41], therefore a user’s ability to freely exploremul-

tiple real-time video streams and virtual interactive spaces is desirable.

• Users might favor 3D annotations as a form of interaction in social livestreaming appli-

cations [37], however it is unclear whether the presence of other hotter forms of media

also affects user interest in livestreaming sessions.

• The most advanced social livestreaming system [35] includes the full spectrum of EUC

modalities, however it is unclear whether it is beneficial for users. Furthermore, [41]

indicates that increasing available interactive modalities might overwhelm users and can

negatively affect their cognitive workload.
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3
Design and implementation of spatial

livestream composition (SLC) method

3.1 Requirements
Based on the observed literature, its key features and limitations, this work outlines a set of

requirements that define the developed media stream composition method:

• Multi-viewpoint or multi-stream viewing and interaction. As demonstrated in [32, 41],

the media stream composition solutions that feature multiple real-time streams within a

single interface, sharing combined and individual interactive spaces, are potentially ben-

eficial in supporting interest among viewers interacting with remote video streams.
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Figure 3.1: (a) Example of a virtual space created in an application via SLC method. (b) Data synchro-
nization flow among separate mixed realtiy spaces within a single streaming session in a SLC-based ap-
plication.

• Fast access to full spatial context. As demonstrated in [35] and discussed in [26], simplify-

ing access to full spatial context can improve the sense of social presence and co-presence.

• Untethered viewpoints. As demonstrated and discussed in Chapter 2, higher immersion

systems tend to allow users to freely explore the virtual environment.

• Support for different modes of user interaction. Finally, the proposed method should also

support extensions with different interaction modalities, including, but not limiting to,

text messages and realtime annotations, monoscopic and stereoscopic photo, audio, and

video.

3.2 Method design
Building on the established requirements this study proposes the spatial live media stream

composition (SLC) method that employs mixed reality, a combination of virtual spaces and

real-world live media feeds, to create a pervasive interactive space that provides fast access to

rich spatial information and different modes of interaction.
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Similarly to common livestreaming applications, the proposed method assumes two types

of users: streamers who are physically present in a remote location and who start a streaming

session, and viewers who can be located anywhere, but are virtually transported to a remote lo-

cation. Although such definitions aremore appropriatewithin a video streaming context, these

groups of users could be also referred to as “source” (streamer), and “sink” (viewer). However,

for the sake of convenience, the rest of this thesis would use “viewer” and “streamer” to disam-

biguate two roles of users within the proposed method.

The SLC method organizes both spatial and media information into two following cate-

gories (Fig. 3.1, b).

3.2.1 Spatial background

Spatial background represents a generalized information source that provides a spatial con-

text in which users can be placed. In such case it could be a spherical virtual space, or a spatial

audio display.

In applications that employ SLC method it is assumed that a collaborative session starts

with a streamer creating a virtual space (e.g., from a photospherical image in case with photo or

video streaming), in which all users are being placed throughout the session (Fig. 3.1, a). The

created space allows users to almost immediately experience spatial context and interact with

remote environment.

3.2.2 Spatialized live media streams

Spatialized live media streams represent live media (audio, video, photo, or text) feed com-

ing from a streaming user, rotationally oriented within the spatial background. In case with

video streaming applications, a spatialized live media stream would be represented by a mono-

scopic video rectangle, rotationally oriented within the virtual space.

In the proof-of-concept applications that implement SLCmethod, the feeds are spatialized

through rotational tracking, however the media streams can also be oriented by other means

employed in modern mobile systems, such as visual-inertial odometry [42], or any other form
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of external tracking.

Furthermore, in SLCmethod allmedia streams are always synchronized. Therefore, viewers

can perceive streamers’ live viewpoints (in case with photo or video streaming), and all users can

interact with each other in real time.

3.2.3 User interactions

SLC method was designed to include different modes of interaction, both spatialized and

two-dimensional, as the availability of virtual space provides a multimodal way of communi-

cation for connected users. In the implemented proof-of-concept applications, users can com-

municate through regular and spatialized audio and video streams, and real-time text and an-

notations.

3.3 Examples of possible applications of SLCmethod
However, the possible ways of application of SLC method extend beyond the proof-of-

concept applications presented in the next chapters. For example, considering the tree com-

monly used types of modalities in mixed reality applications: visual (photo / video), aural (au-

dio), and haptics (touch, vibration), the SLC method can fit into the following use-cases:

• Real-time viewpoint sharing. Spatial background can be represented both by static and

dynamicmedia. In such case, as demonstrated in [43], the virtual space can be comprised

of a live photospherical video stream, and users’ viewpoints can be represented by real-

time spatially oriented rectangle-shaped markers (spatialized live media streams).

• “Ventriloquism.” In SLC-based systems, spatializedmedia streamsdonotnecessarily have

to display an objective representation of a remote situation. Instead, some applications

can employ a technique similar to ventriloquism, where a real-world media source is be-

ing intentionally displaced in the composited virtual space in order to compliment the

user experience. An example of such technique can be observed in [44] where virtual

space is composited of a spatial background, represented by a binaural audio stream, and
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a haptic sphere placed in user’s hands, vibrations of which are synchronized with spatial

background. In such case the sphere compliments user experience through directional-

ized haptic feedback, while not necessarily being an objective representation of the real

space from which the virtual one was generated.

• “Portals.” When a spatial background is created, an application can assign a certain set

of coordinates (e.g., a set of real-world geospatial coordinates) to a virtual space in order

to distinguish it from other virtual spaces. In such case, SLC-based systems can use spa-

tialized media streams to represent a “portal” through which users can observe or travel

to other virtual spaces (e.g., by sorting virtual spaces against each other based on the as-

signed coordinates). An example of such approach was presented in [45], where authors

suggested to model mixed reality spaces after physical rooms, and distinguish available

modes of interaction based on the types of connections between spaces. For instance,

two spaces could be connected by a “door,” that allows users to both enter the other

space and observe it if the door is open; or two spaces could be connected by a “win-

dow,” which allows users to observe the other space, but not enter it.

In the next chapters this thesis gives an in-depth examples of some of the use-cases presented

in this section and discusses their benefits for user experience.
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4
Collaborative applications (StreamSpace)

4.1 Introduction

In the past two years, photospherical imagery has become a popular format for still photo

and live video streaming on both fixed and mobile platforms. With social networks such as

Facebook, Twitter (via Periscope), and YouTube, users can quickly share their environment

with connected peers “on the go.” When captured, panoramas are typically geotagged with

information, which allows using such imagery for the reconstruction of real locations in vir-

tual spaces. This proof-of-concept application investigates how such technology in combina-

tion with SLC method can be applied to remote collaboration, creating a quick way of sharing

snapshots of real environments so that distributed users can work together.
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(a) (b)

(c)

Figure 4.1: (a) Streaming mode user interface, (b) Viewing mode scene overview, (c) Live snapshot of a
collaborative session with multiple streamers and a viewer

“StreamSpace” is a proof-of-concept system that uses mobile video streaming and mixed

reality spaces for remote collaboration. It takes advantage of photospherical imagery (captured

by a user or downloaded from elsewhere) to create a spherical background, i.e., a snapshot of a

real location, in which local (streaming) and remote (viewing) users can collaborate. The local

users’ viewpoints are represented by live video streams, composited as moving video billboards

(rectangles that always “face” a viewer), spatially distributed around the photosphere, providing

realtime updates of the local scene. Remote users are virtually placed in the center of the sphere,

and can freely look around the location. Both local and remote users can collaborate through

audio and video streams, as well as realtime drawing in a virtual space.

StreamSpace’s use ofweb-basedphotospherical imagery andmobile rotational trackingmakes

it highly adaptive to different streaming scenarios, as it can work both with web-served and

user-captured photospheres, and does not require external objects or additional steps for track-

ing calibration. Furthermore, this applicationworks onmultiple Android devices and does not

30



(a) (b)

(c)

Figure 4.2: Examples of 3D drawings. (a) Close-up of a Unity scene, the camera in the center of the
scene representing the viewer’s position. (b) Drawing by a streamer. (c) Scene overview after a typical

collaborative drawing session.

need excessive computational power for a collaborative session. Such features help StreamSpace

to bemore “pervasive,” i.e. applicable to a wide range of various users in different scenarios, ad-

vancing the state of mobile collaboration groupware.

4.2 Implementation
Based on the proposed model for live media stream composition, StreamSpace is designed

to supportmultiple users, provide panoramic backgroundwith realtimeupdates, andbe able to

adapt to both fixed andmobile scenarios. Furthermore, compared with similar solutions using

the extended taxonomy (Fig. 2.2), StreamSpace is among the most immersive and high fidelity

mixed reality displays, as it supports surrogate travel, and can work in stereoscopic video mode

via Google Cardboard SDK.

4.2.1 System overview

StreamSpace is based on the Unity game engine and supports Android mobile devices. For

rotational tracking, it uses the Google Cardboard SDK, which also makes the application com-
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Figure 4.3: StreamSpace connections and dataflow diagram

patible with both handheld and HMD modes. An environment-mapping photosphere might

be captured just before a realtime session, but its asynchrony invites alternative juxtapositions.

For instance, temporal layers could alternate among different times of day, seasons, or con-

ditions (like “before & after” comparisons). Synaesthetic displays such as IR heat-maps or

arbitrary info-viz contextual renderings can interestingly complement realtime overlays. The

panorama itself is mapped onto a sphere with a web texture, which allows integrating such

backgrounds with external sources, including indoor positioning systems such as iBeacon, the

recently announcedGoogleVPS (Visual Positioning Service) [46], or public navigation services

such as Google Street View. If a photosphere and a user’s current viewpoint are misaligned, the

user can manually rotate the photosphere and the offset will be synchronized with other users

simultaneously.

The system operates in two modes (Fig. 4.1): streaming and viewing. In both cases users

can browse and interact within a mixed reality space. When a user is in a viewing mode, their

space features multiple video stream billboards, while a streamingmode features only one fixed

billboard, the user’s local video feed. The streaming user’s rotational state is used to adjust the

corresponding video stream billboards in viewing clients in real-time. Furthermore, streaming

users can also change the photospherical image (either by uploading their ownor by sharing one

from elsewhere) for all users, whereas viewers can only passively receive new panoramic images.
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The user interaction features not only audio and video streaming, but also drawing. Since

the virtual space is a 3D scene (built in Unity), the users’ touchscreen coordinates are converted

to virtual space by ray-casting onto a transparent plane in front of the camera (i.e., the user’s

viewpoint in the virtual space). Since the camera rotation is adjusted throughmobile rotational

tracking, drawings canbe three-dimensional, and are shared among streaming andviewingusers

simultaneously (Fig. 4.2).

Networking is handled through the Web Real-time Communication (WebRTC) protocol

[47]. WebRTC is used due to its ability to establish peer-to-peer connections among remote

users via network address translation (NAT) traversal technologies, i.e., connecting users with-

out prior knowledge of each others’ IP addresses. Furthermore, WebRTC protocol design en-

sures low-latency connection, supports multiple simultaneous users, and works both over mo-

bile networks (3G, 4G, LTE) and wireless LAN (WLAN).

The WebRTC implementation is provided through the mobile version of the “WebRTC

Videochat” plugin for Unity [48]. It sends and receives audio from all connected users, sends

streamers’ video feeds to viewers in a native resolution, and handles the synchronization of

drawing coordinates, users rotational data, links to panoramic images, and photosphere’s ro-

tational offset (Fig. 4.3).

Finally, even though the system was tested with panoramas captured through Insta360 Air

camera [49] and Android’s built-in camera application, StreamSpace assumes that a streaming

user has a URL of a captured panoramic image prior to the beginning of a session.

4.3 User evaluation

4.3.1 Experiment design

To test the feasibility of SLC-based approach implemented in StreamSpace, a user evalu-

ation was conducted. Its experimental hypotheses conject that, compared with regular video-

conferencing systems, StreamSpace imposes less cognitiveworkload on users and increases their

spatial and situational awareness.
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Figure 4.4: Experiment setup

Since differences in the user interface between the proposed application and commercially

available solutionsmight confuseparticipants, a separate regular videoconferencingmodewithin

StreamSpace was developed, which was called “flat,” since it does not use a mixed reality space

(and StreamSpace is abbreviated as “space” for convenience). The flat videoconferencingmode

projects a simple video rectangle with a connected peer’s video stream and two buttons that

start or stop the connection. In this mode the application supports only one viewing and one

streaming user, and provides only audio and video streaming (with no drawing).

Furthermore the capture of photospherical imagery was intentionally excluded from the

experiment, because StreamSpace was designed to support panoramas captured through third-

party applications. Before each trial, a panorama of the room in which the experiment was

conducted was uploaded, captured with Insta360 Air or Ricoh Theta S cameras.

The experiment itself had the following steps (a condensed illustration ofwhich can be seen

on Fig. 4.4):

1. Each trial consisted of two sessions: one running StreamSpace in Flat mode, and another

in photospherical Space mode.

2. The session order was determined randomly before the start of each trial.
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(a) (b)

Figure 4.5: User evaluation scenario for StreamSpace. (a) Streamer walking around the location, (b)
Streamer successfully finding the ball, highlighting it, and concluding an experiment’s session

3. At the start of each session, two users were located in two different rooms. One user was

the designated Viewer, the other was the Streamer (and these roles were retained until

the end of the trial).

4. In each room was hidden an object of the same type (e.g., an orange table tennis ball).

The hiding locationswere relatively similar to ensure a uniform complexity of performed

tasks.

5. The Viewer received an explanation about where the target was hidden, and he or she

needed to explain it to the Streamer using the application in different modes (depending

on the session).

6. Each session ended when the Streamer found the hidden object, and the time taken to

completed each session was recorded.

7. After both sessions users completed a questionnaire, one for each session, and provided

additional comments.

The questionnaire was based on Likert-like items on spatial understanding introduced by

Kasahara et al. [23] in JackIn, namely: “Q1: Ease in finding the target,” and “Q2: Ease in un-

derstanding of the remote situation,” where the scale ranged between 1 (disagree) and 7 (agree)

points. However, the last two questions regarding cognitive workloadwere replacedwith ques-
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(a) (b)

(c)

Figure 4.6: On-screen view example of a testing scenario for StreamSpace. (a) Viewer, (b) streamer, (c)
and exocentric view of the scene

tions from the unweighted NASA Task Load Index test [50], also known as “raw” TLX or

RTLX.

The choice of RTLX over traditional TLX testing was deliberate. On the participant side,

the traditionalNASATLX test requires two steps: measuring participant workload on six sub-

scales presented by the questionnaire, and then creating an individual weighting for each sub-

scale through pairwise comparison regarding their perceived importance. RTLX omits the sec-

ond part, which allows a faster execution of the experiment while still providing valid results

that are highly correlated with traditional TLX scores [51].

4.3.2 Setup

The experiments were conducted on campus at both the University of Aizu (UoA) and

Hochschule Düsseldorf: University of Applied Sciences (HSD). Forty participants (or twenty

pairs) in total were recruited, including university students and staff. The participants’ age

range was from twenty to fifty years old, and included ten women and thirty men. Some sub-

jects were financially compensated, while others refused payment.
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The devices used for testing were provided by respective institutions (UoA and HSD) and

consisted of:

• UoA: Samsung Galaxy S7 running Android 6.0.1, LG Nexus 5X with Android 7.1.2

• HSD: Samsung Galaxy Note 3 with Android 5.1.1, ASUS Zenfone AR Prototype with

Android 7.0.

All devices were connected over local 2.4 GHz and 5 GHz Wi-Fi networks supporting the

IEEE 802.11n wireless-networking standard.

The rooms, in which the experiments were conducted, were different as well. In the UoA,

the room was separated by a cubicle partition into two smaller rooms, and while the two users

couldnot see eachother, they couldhear eachother if they spoke loudly, howeverusers preferred

to use the voice communication functionality provided by the application. At HSD the first

pair of rooms (HSD-A) was similar to those at UoA, except the rooms were separated by desks,

so the users could occasionally see each other, but in the second (HSD-B) the users were placed

in completely different locations. In total fourteen sessions at the UoA and six at HSD (three

each in HSD-A and HSD-B) were conducted.

4.3.3 Analysis

Table 4.1: Z- and p-value table scores, all p <0.05 are in highlighted in bold font

Name Z-value p-value
RTLX-Viewer 2.0121 0.0442
RTLX-Streamer -0.1959 0.8446
Q1-Viewer -2.7424 0.0061
Q1-Streamer -0.6653 0.5058
Q2-Viewer -2.3749 0.0175
Q2-Streamer -1.4747 0.1403
Elapsed time 1.1014 0.2707

Before conducting the experiment, a sensitivity analysis was performed in order to deter-

mine minimal effect size that this experiment could possibly detect. The analysis included the

following factors:
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Figure 4.7: RTLX scores for viewers (all error
bars in the following figures in chapters 4 and

5 represent 95% confidence intervals)
Figure 4.8: RTLX scores for streamers

• Limited number of participants: given the physical constraints of experimental setup

(it needed to be conducted in pair, in specific locations), and a small pool of available

participants, the total sample size was limited to 20 pairs (40 participants).

• Ordinality of collected data: due to the fact that the main tools for estimating the user

experience were comprised of Likert items and a RTLXquestionnaire,Wilcoxon Signed

Rank Test was used to find whether there is a statistically significant improvement in

using StreamSpace over a regular videoconferencing application.

Thus based on the sample size of 20, α= 0.05, and power = 0.8 (as suggested in [52]), the

minimal effect size that this experiment could possibly detect was dz = 0.59, which according

to [52] can be considered as large.

In 12 pairs out of 20, RTLX Viewer scores were lower for the space than for the flat mode,

which is also reflected in the RTLX scores (Fig. 4.7). This trend is confirmed by Wilcoxon

Signed Rank Test results with p <0.05 for Viewers (for precise Z- and p-values, please refer to

Table 4.1). Streamers, on the other hand, did not show any significant improvement, with p

>0.05, with most of the scores similar for both the flat and space modes (Fig. 4.8).

For spatial and situational awareness (Fig. 4.9 to Fig. 4.12) a strong improvement was ob-
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Figure 4.9: Spatial awareness scores for viewers Figure 4.10: Spatial awareness scores for
streamers

served in scores forViewerswith p<0.05 forQ1 andQ2, however the results for Streamerswere

not statistically significant (p >0.05 for Q1 and Q2). The time scores (Fig. 4.13) showed a re-

duction in elapsed time in space mode as compared to flat, but the results were not statistically

significant (p >0.05).

Some other interesting effects of environment on user performance were also observed. Al-

though the sample size of UoA participants was twice as large as that of HSD (14 and 6 respec-

tively), a similar mean RTLX score was noted, as well as Q1 and Q2 scores between rooms at

UoA andHSD-A. This consistency could be explained by the fact that HSD-A and UoA envi-

ronments were of similar size and layout (although in UoA the lack of visual confirmation was

guaranteed, while in HSD-A it was not).

HSD-B test, however, was held in two completely different rooms, and expectedly showed

an increase in mean RTLX scores. It also had the lowest mean Q1 score among panoramic

Streamers, and increase in elapsed time. Such differences in HSD-B results can be explained by

location, unfamiliarity with which disoriented test participants.

The conditions in HSD-B are perhaps the closest to how StreamSpace is expected to be

used in real life scenarios, and therefore more experiments in similar environments are recom-

mended.
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Figure 4.11: Situational awareness scores for
viewers

Figure 4.12: Situational awareness scores for
streamers

Figure 4.13: Elapsed time

4.4 Conclusion
StreamSpace allows sharing photospherical imagery of real environments with remotely

connected peers and using it for mixed reality collaboration on the go. Preliminary testing has

shown that among viewing users, StreamSpace, and thus SLC method, does improve spatial

and situational awareness, and reduces cognitive workload.

For streamers, however, it didnotprovide statistically significant improvement,which could

be explained by user interface issues. For instance, on the streaming side a user can see the real
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environment, its photospherical snapshot, and the same environment again in the centered live

video feed from the user’s mobile camera. This could cause confusion, as it seems that although

they did not encounter any issues, users tookmore time to adjust to the interface and unknown

environment.

For future revisions itwould be interesting to replace the streaming interface by a full-screen

live video feed with embedded three-dimensional drawings, as in “Chili” [17], or studies by

Gauglitz et al. [22] and Chen et al. [18].

Users seemed to like the introduced photospherical aspect of the mixed reality interaction,

as they could navigate around a panorama without being tethered to a streamer’s viewpoint,

which indicates that having the application to operate at a higher level of the EPM spectrum

could indeed improve collaborative aspects. Such assumption is also confirmed by the latest

update of the JackIn project by Kasahara et al., which switched from SLAM-based panoramas

to spherical video streaming [28].

Aside from the panoramic aspect, all users commented that they found the application in-

teresting, and the collaborative drawing aspect to be flattering for groupware sessions. Users

also requested to add such features as a haptic feedback and an HMD integration to improve

the immersion.

In the future, StreamSpace can also includemarkerless tracking through such systems asKu-

dan [53], and Google Visual Positioning Service [46], or HMDs like Google Daydream View

[54] and Microsoft HoloLens [55]. Such integration would allow the system to move into the

“World Partially Modelled” range of the EWK spectrum, providing more interesting modes

of user interaction. For example, by using markerless feature detection of a scene, a streaming

user could recreate the environment and send a three-dimensional map of real space to viewers,

who could “touch” its surfaces through haptic controls, as demonstrated in different human-

computer interaction studies, such as, for example, by Lopes et al. in [56]. Furthermore, since

the panoramic background can feature different synaesthetic displays such as IR heat-maps, the

haptic interaction could be extended to feature thermoception.

Inclusion of advanced tracking and mapping in StreamSpace could also help in address-
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ing the issue of field-of-view (FoV) matching. Currently the system uses a “naïve” approach to

FoVmanagement, and hopes that the video feed and the photosphere “fit together.” However,

this is not always the case, given the variety of Android devices’ cameras and screens, and the

wide variety of photospherical images available on the web. Since a recent study indicates that

FoV differences have a strong effect on collaboration in mixed reality environments [57], an

improvement of FoV management is necessary in future iterations. One of the possible solu-

tions for that could be usingmarkerless tracking systems such as Apple ARKit [58] or Android

ARCore [42] to determine user displacement in a scene, or alternatively, implement a machine

learning approach that should automatically readjust either the photosphere or a video feed to

create a matching image.

Even though thewords “streamer” and “viewer”were used to distinguish the twopeer–peer

modes driven by StreamSpace, the feeds are actually multimodal, and currently also include au-

dio, so better descriptions that generalize to such multimodal media would be “source” and

“sink.” Such voice streams could be directionalized from their respective projected realtime

video rectangles. YouTube uses FOA, first-order Ambisonics [59], to project spatial sound-

scape recordings, but even a simple rendering such as lateral intensity panning could be used.

Monaural streams, capturable by smartphone proximity microphones, can be lateralized into

stereo pairs at each terminal that encode the azimuthal direction of each streaming source’s vi-

sual contribution. Even though such rendered soundscapes are not veridical, in the sense that

such displaced auditory rendering deliberately ignores the logical colocation of sources’ and

sinks’ virtual standpoints, such aural separation could flatter groupware sessions and enhance

the situation awareness.

Another interesting extension would be the implementation of stereoscopic video stream-

ing. StreamSpace allows streaming video in the original resolution, and supports such mobile

HMDs as Google Cardboard. Due to coherent rotational tracking data, mobile device cameras

can operate as a single stereoscopic camera when paired side-by side, sending binocular video

streams to viewers.
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5
Social applications (ReactSpace)

5.1 Introduction
Live video streaming is becoming an increasingly popular medium for social interactions.

Through such applications like Twitch, YouTube, Periscope, Snapchat, Instagram, and Face-

book Live users can quickly share their video feed with multiple remote users online. Video

feeds can cover a wide range of activities: from video game streaming to live coverage of differ-

ent events by streamers located onsite. The latter kind of live streaming has become especially

popular on mobile devices due to their social availability and relative ease of use: most of the

time mobile streaming applications do not require prior setup or special equipment to start

streaming.
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At the same time, however, the simplicity of mobile live streaming is also one of its major

drawbacks. First, the applications listed above only support viewing of a one livestream at a

time, and for instance in case if users would want to watch the same event from different view-

points simultaneously, they would have to manually close one video stream and open another.

Secondly, the applications do not take full advantage of mobile devices’ spatial data. For exam-

ple, such applications as Periscope and Facebook Live usemobile rotational tracking for naviga-

tion around spherical video streams, but the rest of the interactions, such as text messages and

“Like” buttons, remain two-dimensional without any attachment to specific locations around

the spherical scene. Finally there is a noticeable interest among users for more complex, three-

dimensional modes of interactions with captured video streams. For instance, Instagram has

introduced a set of icons, also known as “stickers,” which can be overlayed on top of captured

photos or videos. Since such icons can be moved, rotated and resized, some users have been

applying them as pseudo-3Dmarkers, arranged around the captured scene. Similar functional-

ity was implemented in Facebook Spaces for tethered head-mounted displays (HMDs), where

users could put “Likes” around the virtual space and annotate it using rotationally tracked con-

trollers [35].

Based on such observations, this study proposes a SLC-based system that creates an inter-

active livestreaming experience for multiple users while exploiting mobile devices’ rotational

sensing. Named as “ReactSpace,” a livestreaming system uses a spherical image (captured by

streaming user or downloaded from elsewhere) to support a shared virtual space for multiple

collocated live video streams. ReactSpace presents several novel modes of live stream viewing

and interaction:

• Viewers can watch multiple simultaneous streams arranged in the form of video bill-

boards, spatially oriented rectangles texture-mapped with live streamed content that are

always facing the viewer.

• Each video billboard is oriented through synchronizing mobile devices’ rotational track-

ing and represents streamer’s current viewpoint.
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(a) (b)

(c)

Figure 5.1: Example of a live session featuring two streamers and a viewer: (a) streamer’s perspective, (b)
viewer’s perspective, (c) scene overview

• Viewers can place “Like” buttons around a virtual scene, which are mapped in 3D space

using mobile rotational tracking. They can be viewed both by streamers and viewers at

the same time, and could influence livestreaming experience for all involved users.

• All viewers and streamers can communicate through real-time voice chat.

5.2 Implementation
ReactSpace was built to feature both within-stream and across-stream interactions. The

application uses Unity game engine running on Android devices, and achieves multi-stream

interaction by creating a single virtual space where all streamers and viewers can communicate

with each other. The space is represented by a photosphere (taken by one of the streamers or

downloaded from elsewhere) of a real space in which all streamers are supposedly collocated

(Fig. 5.1). The spherical background can be uploaded by a streamer at any time throughout the

session, and it provides a spatial background for both viewers and streamers.

Spatialized live video streams are represented by video billboards (rectangles that are always
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Figure 5.2: ReactSpace network dataflow diagram

facing the viewer), spatially arranged using rotational tracking data from Google Cardboard

SDK (which allows the application to runboth in handheld andHMDmodes). The billboard’s

rotation around the sphere shows the streamer’s current viewpoint and is being updated in real

time.

The reaction button functionality is implemented by ray tracing in front of the camera

(user’s current viewpoint in virtual space), which converts touchscreen coordinates into 3D co-

ordinates within the virtual space.

Thenetwork communicationbetween viewers and streamers is handled throughWebReal-

Time Communication protocol (WebRTC) [47], which is implemented through WebRTC

Videochat [48] plugin forUnity3D.WebRTCplugin handles both the transfer ofmedia (audio

and video) and text (reaction button coordinates, rotational tracking) data (Fig. 5.2).

5.3 User evaluation

5.3.1 Experiment design

In order to test the effect of SLC method in social livestreaming applications on user en-

gagement, a user evaluation was conducted. In this case by user engagement the study assumes
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Table 5.1: ReactSpace user evaluation questionnaire

Q1 I enjoyed being able to view multiple streams
in a single virtual space

Q2 I was able to understand what was happening
in each stream

Q3 I enjoyed interacting with multiple live streams
at once

Q4 I felt like I was able to influence the live streams
using the voice feature

Q5-R I felt like I was able to influence the live streams
using hearts in ReactSpace

Q5-P I felt like I was able to influence the live streams
using hearts in Periscope

Q6-R Using ReactSpace was fun
Q6-P Using Periscope was fun

the subjective opinion of users on whether they could influence a remote situation using inter-

action modalities in ReactSpace, and whether they felt if ReactSpace was more interesting an

interactive than Periscope.

Each trial consisted of two treatments. In one treatment the users were asked to watch a

mobile spherical live video stream located in the experiment location over Periscope. In the

other treatment the users were asked to watch multiple streams from the same location using

ReactSpace. In both cases the participants were encouraged to use available means of interac-

tion in each streaming service, including text messages and heart buttons in Periscope, spatial

reaction buttons and audio in ReactSpace, and navigate around the scene using their phone in

both applications. The order of the treatments was randomized before each session.

At the end of each trial, the users were asked to fill out a questionnaire (Table 5.1) which

subjectively compared their experiences of using ReactSpace and Periscope. The questionnaire

was based on a study by Hamilton et al. [32], it included eight questions, in each one the

participants needed to grade their answer based on Likert items (1 - Disagree, 5 - Agree). After

the questionnaire, participants were also encouraged to provide any freeform comments and

feedback.
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Figure 5.3: Examples of Likert items in questionnaires administered in: (a) ReactSpace, (b)
StreamSpace

Table 5.2: ReactSpace user evaluationZ-value and p-value results, p-values that are <0.05 are highlighted
in bold font.

Name Z-value p-value
Q1 2.9191 0.0035
Q2 2.1651 0.0303
Q3 2.7386 0.0061
Q4 2.0702 0.0384
Q5 (P vs R) -1.8071 0.0707
Q6 (P vs R) -1.8411 0.0656

5.3.2 Analysis and results

The participants were recruited through social media networks, 9 men and 1 woman, aged

between 20 and 35 years old, 10 participants total. Similarly to StreamSpace study, due to the

limited pool of participants, a sensitivity analysis, with sample size of 10, α= 0.05 and power =

0.8, was conducted, showing minimal effect size that this experiment could possibly detect of

dz = 0.9, which according to [52] can be considered as large.

Due to ordinal nature of collected data, the results were analyzed through one-sample (Q1-

Q4) and paired (Q5-Q6) Wilcoxon Signed Rank tests. Statistically significant differences (p

<0.05) were noticed over an average score of 3 inQ1-Q4 (for exact Z- and p-value scores, please

refer to the Table 5.2), but pairwise comparison with the Periscope application did not show

any improvement (p >0.05).

Furthermore, upon closer inspection, a possible ceiling effect was detected in questions Q5

andQ6, thus a change an experimentmethodology is needed. The effect couldhavebeen caused

by the inappropriate gradation of Likert items in the questionnaire (users could only choose

integer values on the scale from 1 to 5).
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Figure 5.4: User evaluation results

Basedon these observations, thisworkproposes a set of recommendations for future studies

on SLC-based social livestreaming applications:

• Application comparison. Instead of using commercial applications such as Periscope, it is

recommended to use a simplified version of the same SLC application instead. The rea-

sons for that are possible confusion of users by graphical interfaces (e.g., while Periscope

and ReactSpace offer similar sets of features, the implementation of user interfaces is

vastly different), and the fact that users could have personal opinions (like or dislike) to-

wards commercial social media platforms (e.g., some people dislike Facebook, therefore

they might favor any other application that is not Facebook in comparison)

• Gradation of Likert items. In this experiment the ceiling effect could have been caused by

a crude visual representation of Likert items (Fig. 5.3, a), a more fine-grained gradation,

similar to the one implemented in StreamSpace study, could be introduced instead (Fig.

5.3, b). Alternatively, a continuous scale as shown in [60] can be used.

5.4 Conclusion
ReactSpace shows an example of how SLCmethod can be integrated into social livestream-

ing applications. Although it is unclear whether there is a statistically significant improvement
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in user engagement from the results of user evaluation, the application has received multiple

positive comments in user feedback.

Aside from comments, the users also requested such features as haptics (e.g., introducing

a vibration feedback when a reaction button is placed in a virtual space), automatic stream re-

arrangement in cases if multiple streams coincide in one location within a spatial background,

and support for spatialized audio (e.g., spatializing streamer voices depending on their rota-

tional orientation).

In the next iterations of ReactSpace system it would be interesting to introduce support for

photospherical video, and, depending on the availability of more complex tracking solutions,

volumetric video streaming, which can possibly make the livestream viewing experience more

interactive in comparison with a currently implemented static photospherical background.
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6
Extending the SLC method to other

applications

6.1 Introduction
Oneof thepossible approaches to ensuring the further adoption and support of SLCmethod,

is to introduce an ability to share the data used in and generated through SLC-based applica-

tions with other mixed reality systems that might not necessarily use SLC method.

Since it is most likely that collaborative applications would be commonplace in the near

future, sharing of virtual spaces (or, in SLC terminology, spatial backgrounds) could be bene-

ficial for other applications, as the availability of “metaverse,” a persistent and constantly up-
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dated collection ofmixed reality spacesmapped to different geospatial locations, could decrease

the computational costs for mobile mixed reality applications and expand available interactive

space.

This study proposes a decentralized blockchain-based peer-to-peer model of distribution,

where spaces are represented as blocks containing necessary information (such as links to pho-

tospherical imagery, geospatial data, timestamps, etc.), synchronized among connected users.

To demonstrate the implementation of proposed approach, the blockchain-based backendwas

integrated into a collaborative mobile mixed reality application presented in Chapter 4. This

chapter discusses the relevant blockchain-based systems, implementation, and the possible ben-

efits and limitations of such approach.

6.2 Background
The proposed solution combines several key concepts: remote collaboration through mo-

bile mixed reality telepresence and decentralized blockchain-based storage.

The collaborative mixed reality studies observed in Chapter 2 revealed several limitations.

For instance, since the applications often did not save the imagery captured in collaborative ses-

sions, eachmixed reality space had to be recreated from scratch, requiring additional processing

power. Furthermore, the presented applications worked only with one mixed reality space per

session, and did not allow users to traverse among multiple active spaces, although studies in-

dicate that remote collaboration can benefit frommulti-space andmulti-viewpoint [32, 41, 61]

interactions with enriched spatial context (e.g., combining video streams with geospatial up-

dates).

However, introducing suchmapping functionality poses an architectural challenge: a pub-

lic system that storesmetaverse should be resilient, in case of a large amount of requests, and im-

mutable, to prevent alteration of previously archived spaces by third parties. These issues were

partially addressed in social virtual reality network Decentraland [62], which used distributed

storage paired with blockchain, a continuous immutable ledger of unique transactions, to en-

sure the delivery of a single virtual space to multiple users. Similarly, benefits of blockchain
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Figure 6.1: Example of multiple mixed reality
spaces in a single metaverse Figure 6.2: Blockchain example and block

content outline

Figure 6.3: Blockchain synchronization
protocol

technology for media content delivery have been suggested in [63, 64].

6.3 Implementation
Based on such observations this study proposes a model for decentralized mixed reality

space storage and distribution. Since in this case a metaverse does not need to ensure validity

of user transactions, it was decided to move the space-related data into the blockchain payload

itself. Such approach provides the following advantages: the blockchain can provide unique

identifiers for each created space via generated hash codes; it would be immutable, since chang-

ing the payload would invalidate the chain; and it is relatively easy to store, update, and share

the spaces since it is stored in a form of a plain text JavaScript Object Notation (JSON) array.

The proposed blockchain-based storage was integrated into a mobile collaborative mixed
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reality application introduced in Chapter 4. In this application all session participants connect

in a peer-to-peer fashion via Web Real-Time Communication (WebRTC) protocol. Each time

a new space is created (Fig. 6.1), the application generates a block containing the URL to the

photospherical image, its geographical coordinates, and the time it was created (Fig. 6.2). Then

it sends the created block to all connected users in a session, updating the blockchain. Whenever

a newuser joins the session, their application requests blockchains from all connected peers and

downloads the longest valid chain (Fig. 6.3).

6.4 Conclusion

6.4.1 Benefits

The proposed approach to extension and sharing of data used in and generated through

SLC-based applications can be beneficial both in SLC and non-SLC applications. In the first

case, the availability of virtual metaverses allows faster access to spatial backgrounds. For in-

stance, initially in StreamSpace, a user would have had to take a photospherical image and up-

load it to a web server, however with blockchain-based approach, a user would have access to all

previously generated virtual spaces including (depending on availability) the ones appropriate

for user’s current spatial context.

In the second case with non-SLC based applications, such approach offers access to a more

resource-efficient environment mapping solution. For instance, currently such navigational

services as Google or Bing Maps do not offer access to creation of personalized photospheri-

cal maps (e.g., Google Street View would not necessarily be able to cover a user’s own apart-

ment), and a more accessible service that could provide a functionality of creating personal

virtual maps and metaverses is desirable. However, creating a centralized service is resource-

intensive – users would have to set up and support a personalized online storage service. In

such case, a blockchain-based approach offers a simpler alternative, where the metaverse is dis-

tributed among all participants and stored on their devices.
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6.4.2 Limitations

The current implementation is rather simplistic and does not provide such additional layers

of protection against “spamming” attacks as proof-of-work or proof-of-stake. Furthermore,

with increasing number of available virtual spaces in ametaverse, eventually adding new blocks

could become inefficient: both because of the transferred blockchain size, and because of the

hash calculation function. Unless significant changes in storage strategy are introduced, the

system might become unscalable in the long run. Possible solutions to this issue could include

division of metaverses by regions similarly to [65] (“a metaverse of metaverses”) or applying

a different, non blockchain-based approach to distributed storage (e.g., decentralized peer-to-

peer storage).
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7
Conclusions

This dissertation investigated, proposed, and implemented a novel approach to livestream

composition for social and collaborative applications. The scope of the conducted work in-

cludes both theoretical (taxonomies, SLC model) and empirical (developed applications, user

studies) contributions. This chapter gives an overview of completed work in the context of the

impact on the industry and the overall body of science, and discusses how other researchers and

engineers can build on the conducted work.

7.1 Theoretical contributions
This study has two main theoretical contributions: the introduction of new and update

of old taxonomies for social livestreaming systems and mixed reality displays, and design and
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implementation of SLC method.

The papers on RV continuum [10] and extended mixed reality taxonomy [9] are often re-

ferred to as one the most cited papers in the fields of mixed reality and human-computer inter-

action research, which makes the extended mixed reality taxonomy one of the most common

(and in some cases the only available) methods for categorization and qualitative comparison

of mixed reality displays. However, even in the recent discussions such as [8] the extended tax-

onomy is used in its initially published form which, at the moment of writing, was introduced

over twenty years ago. Therefore, by updating the extended mixed reality taxonomy, this dis-

sertation contributes to the field of mixed reality research by providing a more updated and

fine-tuned classification of mixed reality displays. In comparison with the more detailed stan-

dards for categorization of MR / XR research that are still in the active development by IEEE

VRAR [66] and Khronos groups [67], the updated taxonomy presented in this dissertation

can be readily applied by scientists and engineers in the relevant fields of research.

Creating the new social livestreaming systems taxonomy also contributes to the mixed re-

ality and social media research. Given the fact that social media applications are integrating a

rising number of mixed reality features (e.g., Facebook Spaces [35]), social media system tax-

onomies similar to the one proposed in this work would be needed for further categorization

and comparison of relevant work. The interest in such has already been shown in the recently

released studies such as [32, 61], and the author of this dissertation believes that the interest in

such classification would only grow in subsequent years. Therefore by introducing the new so-

cial livestreaming systems taxonomy, this work supports the discussion on the future of social

livestreaming systems and helps shape the unified classification upon which such systems can

be compared.

Finally, the introduction of SLC method also contributes to the relevant fields of research

discussedwithin the scope of thiswork. Although the introduction of spatialmodels for virtual

environments is not a new concept (in fact, some of the proposals are even older than themixed

reality taxonomy [68]), the author of this dissertation believes that restarting and advancing

the dialogue on collaborative mixed reality telepresence models through introduction of SLC
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method is beneficial for development of future collaborative systems. Furthermore, consider-

ing that some of the recently published studies already fit into the SLC method [43, 44], such

formalization of live media stream composition can already influence and benefit the existing

and ongoing research projects.

7.2 Empirical contributions
This study also adds to the overall body of science through empirical contributions, by de-

veloping proof-of-concept prototype applications and conducting user evaluations.

The methods of interactions presented in the proof-of-concept applications have been dis-

cussed and showcased at ACM SIGGRAPH Asia 2017 Symposium on Mobile Graphics and

Interactive Applications, where the presented approach received praise for novelty and practi-

cality both during peer-review process and during the on-site live demonstration. The author

of this dissertation believes that such feedback can indicate tangible interest among industry

professionals in the work conducted within the scope of this thesis. Furthermore, the received

commentaries (both from conference and journal publications) have prompted discussion on

several aspects presented within the developed applications. For instance, the issue of field-of-

view (FoV) matching (the de-synchronization between a photospherical image and a picture

in live media stream within the same virtual space), has prompted the author of this work to

conduct an investigation, results of which will be used in the future iterations of developed

proof-of-concept applications.

Aside from discussions, the developed applications follow module-based architecture, and

thus can be reused by other scientists and developers in corresponding projects. For example,

the author sees future revisions of commercial videoconferencing applications having a “reg-

ular”, monoscopic, mode, and a “spatial” mode such as presented in StreamSpace (including

spatialized live media streams and annotations), which can be switched on or off depending

on the context (e.g., users need richer spatial context to complete a task, but do not need it

for regular video calls). Such features are already finding their way in specialized commercial

applications such as Skype for HoloLens [18] and vuforia chalk [69], and therefore by having
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the developed application projects available online, the SLCmethod can be further adopted in

other mixed reality systems.

Finally, conducted user studies also contribute to the fields of human-computer interaction

and mixed reality research. First of all, based on the StreamSpace evaluation results, it was pos-

sible to confirm the benefits of SLCmethod in collaborative applications. As thematter of fact,

the lack of improvement in streamer scores poses an even higher research interest, because it in-

dicates that the user interface provided for streamers was insufficient, and in the future similar

projects redesigning such interface would be necessary. However the problem is that fitting a

redesigned streamer interface within the SLC method paradigm could be challenging: for in-

stance, instead of having the video feed fixed in the center, streamers could have an interface

element that would “maximize” or “minimize” their video feeds depending on the context, but

at the same time it is unclear how in this case a spatial background should be implemented.

Perhaps an interface with dynamic photospherical video for a spatial background similar to

[43] could be more beneficial. Secondly, besides implementation challenges, the user evalua-

tion results have demonstrated a need for different experiment setup for social livestreaming

systems. Although the study was based on the existing literature, it was still insufficient to re-

liably detect statistically significant improvement in user engagement when using ReactSpace.

The author hopes that the formulated set of recommendations could help other researchers in

designing their own experiments, especially considering the high occurrence of relatively small

(10-30 participants) sample size experiments employing questionnaires with Likert items in ob-

served relevant literature (e.g., [23, 26, 37, 61]).

7.3 Future work
This study can be described as a part of emerging trend ofmobilemixed reality telepresence

studies, named as “the future of collaboration” by Mark Billinghurst [70]. The author of this

dissertation sees following tangentially related concepts and technologies as the ones that can

be successfully combined with SLC method and SLC-based applications.
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7.3.1 Theoretical applications

• SLC as a pointing framework. The act of pointingposes a considerable interest inhuman-

computer interaction research, as it helps understanding how participants share and in-

teract with visible informationwithin the same real or virtual area of interaction. Charles

Goodwin has proposed the pointing framework [71], which was further discussed by

Streeck[72]. In this framework, pointing is defined by the visibility of participants’ bod-

ies and their orientation in space, communication between participants, space which

is being pointed at and the context within which this activity is being performed. In

essence, the SLC-based applications are implementing a similar approach by creating a

shared interaction area (spatial background),which contextualizes theuser actions through

the act of rotationally tracked media streams and annotations. SLC method and SLC-

based applications could be useful in the further advancement of understanding how

pointing is being used inmixed reality, in order to form user interface design recommen-

dations for future collaborative applications.

• Proxemic interactions. Defined by Greenbert et al.[73], the concept of proxemic interac-

tions discusses how multiple displays (e.g., laptops, phones, tablets, projectors), located

within the short distance from each other, could be connected in a single collaborative

space, creating amore efficient way of sharing the information among connected partici-

pants. Similarly, SLC-based applications could benefit fromproxemic interaction frame-

works as it is important to understand how locally and remotely-connected users could

effectively share information together in a single mixed or extended reality collaborative

environment.

• Extending the Quality of Experience (QoE) model. In video streaming applications, a

QoE function is used to determine users’ quality of video stream viewing experience,

which depends on multiple different factors such as network connectivity, video qual-

ity, and available bandwidth. Based on QoE function, for instance, a video streaming
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service can determine the quality of delivered media content via adaptive streaming al-

gorithms. It would be interesting to combine the content categories defined within the

SLC method with this concept, in order to see how QoE function can be adapted to

real-time video streaming in mixed reality.

• Cross-modal interactions in neurological studies. Recently, mixed and virtual reality in-

terfaces have gained popularity in neurological projects. SLC method and SLC-based

applications could, for instance, be applied to cross-modal interactions research projects

such as [74], or extended reality brain-computer interfaces such as [12].

7.3.2 Empirical applications

• WebXR. Itwouldbe interesting to expanda collaborative application such as StreamSpace

to support WebAR / WebVR. The advantage of WebXR technology is that it does not

require a prior installation on users’ mobile devices, and thus could be used as a drop-

in collaborative solution (for instance, on-demand remote help in public spaces such as

libraries or supermarkets). The URLs to WebXR applications could be distributed via

QR codes or near-field communication (NFC) markers.

• Low-latency, “tactile” 5G network. The WebRTC network backend implementation in

proof-of-concept applications was designed to ensure low latency, however it might still

perform imperfectly onmobile networks such as 3G or 4G. The next generation 5G net-

works support extremely low-latency, “tactile,” connectionswhich canbenefit interactive

applications. It would interesting to combine the multimodal interaction approaches

compatible with SLC method with such advanced network connectivity.

Finally, the author hopes that regardless of the type of application, the conducted work

wouldbenefit future scientists and engineers in the fields of virtual reality andhuman-computer

interaction.
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