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ABSTRACT

Secret sharing is a method of encrypting a secret into multi-
ple pieces called shares so that only qualified sets of shares
can be employed to reconstruct the secret. Audio secret shar-
ing (ASS) is an example of secret sharing whose decryption
can be performed by human ears. This paper examines the
security of an audio secret sharing scheme encrypting audio
secrets with bounded shares, and optimizes the security with
respect to the probability distribution used in its encryption.

Index Terms— Audio Secret Sharing, Information-
Theoretic Security, Variation Distance

1. INTRODUCTION

A secret sharing (SS) scheme is a cryptosystem that encrypts
a secret into multiple pieces called shares so that only quali-
fied sets of shares can be employed to reconstruct the secret.
Therefore the SS scheme is one of the most fundamental tech-
nologies to realize secure access control. A typical example
of secret sharing schemes is a (k, n)-threshold secret sharing
scheme, which was originated by Shamir [1] and Blakley [2]
independently. In (k,n)-threshold secret sharing schemes, a
secret is encrypted into n shares in such a way that any k or
more shares can be employed to reconstruct the secret, while
no k — 1 or less shares leak any information about the secret.

In the ordinary secret sharing schemes, secrets and shares
are both numerical data, and their encryption and decryption
are performed by computers. In contrast, there exist secret
sharing schemes whose decryption does not require any nu-
merical computations but can be performed by a human. A
visual secret sharing (VSS) scheme, which originated from
Naor and Shamir [3], is an example of such secret sharing
schemes. In VSS schemes, secrets and shares are both visual
data such as printed texts, hand written notes, pictures, and so
on. The schemes encrypt a visual secret into visual shares so
that humans can recover the visual secret with their eyes by
superposing a qualified set of visual shares printed on trans-
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Fig. 1. Two shares and their superposition of a (2,2)-
threshold VSS scheme

parencies. Figure 1 illustrates an example of two shares and
their superposition of a (2, 2)-threshold VSS scheme.

An audio secret sharing (ASS) scheme is another example
of secret sharing schemes whose decryption can be performed
by human without any numerical computations. The scheme
encrypts a secret into audio shares so that humans can recover
the secret with their ears by playing a qualified set of au-
dio shares simultaneously. Here, in contrast to VSS schemes,
there have been proposed two types of ASS schemes, which
differ in the types of secrets. More precisely, Desmedt et
al. [4] proposed information-theoretically secure schemes that
encrypt a binary string secret, while Ehdaie et al. [5] proposed
schemes that can encrypt an audio secret. Figure 2 illustrates
an example of two shares and their superposition of a (2, 2)-
threshold ASS scheme proposed by Desmedt et al. [4]. Al-
though it is an advantage of the latter schemes that they can
encrypt arbitrary audio secrets, the security analysis in [5] is
invalid because the analysis is essentially based on impossible
requirement that the amplitude of the audio shares should be
uniformly distributed over (the whole) R; in fact, such shares
should have infinite amount of acoustic energy, and also, such
shares can no longer be approximated by any acoustic waves



Table 1. Comparison among audio and visual secret sharing schemes

ASS VSS
‘ Desmedt et al. [4] Ehdaie et al. [S]  Yoshida & Watanabe [6] This work ‘ Naor & Shamir [3]
Secret Binary string Audio Audio Audio Visual
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Fig. 2. Two shares and their superposition of an ASS scheme
proposed by Desmedt et al. [4]

with bounded amplitude (with probability 1). To solve this
problem, Yoshida and Watanabe [6] used a normal distribu-
tion over R for the encryption of ASS schemes encrypting
audio secrets, and evaluated their security. The aim of this
work is to improve the result of [6] so that shares of ASS
schemes encrypting audio secrets should have bounded am-
plitude with probability 1; for this purpose, this work uses a
normal distribution over a bounded domain for the encryption
of an ASS scheme encrypting audio secrets, and evaluates its
security. Table 1 summarizes the existing works on ASS and
VSS schemes as well as this work.

The rest of this paper is organized as follows. In Section
2, we provide notations and definitions that will be used later.
Section 3 is devoted to evaluating the security of an audio se-
cret sharing scheme encrypting audio secrets with bounded
shares. Section 4 concludes this paper with mentioning prob-
lems for future work.

2. PRELIMINARIES

In this section, we provide notations and definitions that will
be used later. For details of definitions in information theory
and secret sharing, see, e.g., [7, 8, 9].

Let P = {P1,---,P,} and S be finite sets. For s =
(51, ,8,) € SPland a C P, let [s], denote an element of
{0 U S}!PI such that

([sla)i = {(bl

For a set M, let 53(M) denote the set of all random variables
over M.

for P; € a,
for P; ¢ a.
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It is straightforward to confirm that
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where erf(x) is the error function defined by

2 T
erf(z) = ﬁ/() et dt.

For probability distributions p and g over a measurable space
(X, ), the variation distance d(p, q) between p and q is de-
fined by

1

d.0) =5 [ 1ple) = a(w)ldte).

It is conventional to use the mutual information to mea-
sure the statistical independence between random variables.
Here, the mutual information I (X : Y') between random vari-
ables X and Y can be written as

I(X 1Y) = D(p(z,y)|lp(x)p(y)),

where D(p||q) is the relative entropy between probability dis-
tributions p and ¢ over (X, ) defined by

D(pllq) = /EXP(HC) log zggdp(x).

Note that the relative entropy D(p||q) is defined for probabil-
ity distributions p and ¢ such that

{zlp(z) > 0} > {zlq(z) > 0},

which is inconvenient for our purpose. Therefore, we define
the independence d(X : Y') between random variables X and
Y by using the variation distance instead of the relative en-
tropy as

d(X :Y) =d(p(x,y),p(z)p(y))-

It should be stated that the security described by the variation
distance has already been considered in existing works; for



example, the universal composability [10] in quantum cryp-
tography is defined by use of the trace distance, which is the
quantum generalization of the variation distance.

Let P = {Py,---,P,} be a set of participants, and let
27 denote the set of all the subsets of P. Let M and S
be sets of all possible values of secrets and shares, respec-
tively. In an SS scheme, a secret m € M is encrypted into
(s1,+ ,8,) € 8™, called shares, and each share s; is dis-
tributed to the corresponding participant P;. Here, any el-
ement of Ag C 27 can reconstruct m with their shares,
while any element of A C 2% can obtain no information
about m. The set Ag and Af are called the qualified set and
the forbidden set, respectively, and the pair of Ag and Ap,
I' = (Ag, Ar), is called an access structure on P. Formal
definitions of an access structure and a secret sharing scheme
are described below.

Definition 1 (Access structure). Let P be a finite set, and let
Ag and Ap be subsets of 27, A pair of sets Ag and A,
I' = (Ag, Ar), is called an access structure on P if Ag and
A satisfy the following conditions:

AQﬂAF:@,
acAgAhaCb—be Ag,
beAp NaCb—ac€ Ap.

For an access structure I' = (Ag, Ap), Ag and A are called
the qualified set and the forbidden set, respectively.

Definition 2 (Secret sharing scheme). Let P, M and S be
finite sets, and I' = (Ag, Ar) be an access structure on P.
Let Enc(-) be a probabilistic function from M to S!7! and
Dec(-) be a deterministic function from {}) U S}/"l to M. A
pair of functions Enc and Dec, SS = (Enc, Dec), is called a
secret sharing scheme realizing I if Enc and Dec satisfy the
following conditions:

Va € ApVM € R(M)(d(M : [Enc(M)],) = 0),
Va € Agv¥m € M(Dec([Enc(m)],) = m).

This definition is slightly different from but is equivalent
to the standard one (see e.g. [9]).

Example 1 ((k,n)-threshold access structure). A (k,n)-
threshold access structure on a finite set P consists of the
qualified set Ag and the forbidden set A given by

Ag={acPlk<l|a|} and Ar ={acCPlk>|al}.

In particular, a (2,2)-threshold access structure on P =
{Pi, P»} consists of the qualified set Ag and the forbidden
set Ap given by

Ag={{P,P,}} and Ap ={0,{P},{P:}}.

A secret sharing scheme realizing a (k, n)-threshold access
structure is called a (k, n)-threshold secret sharing scheme.

3. MAIN RESULTS

In this section, we evaluate the security of an audio secret
sharing scheme encrypting audio secrets with bounded shares.
First, we provide a formal definition of ASS schemes and a
construction of the simplest ASS scheme, namely a (2,2)-
threshold ASS scheme.

Definition 3 (e-secure audio secret sharing scheme [6]). Let
P be a finite set, and I' = (Ag, Ar) be an access structure
on P. Let M and S be subsets of R or Z. Let Enc(-) be a
probabilistic function from M to S!7I and Dec(-) be a de-
terministic function from {@ U S }‘7;'| to M. Fore > 0, a
pair of functions Enc and Dec, AS'S = (Enc, Dec), is called
an e-secure audio secret sharing scheme realizing T" if Dec is
defined by Dec([s]a) = >_;.p. ¢, si for s € SPland a C P,
and Enc and Dec satisfy the following conditions:

Va € ApVYM € R(M)(d(M : [Enc(M)]a) <€),
Va € AgJa # 0¥m € M(Dec([Enc(m)],) = am).

Construction 1 ((2, 2)-threshold audio secret sharing scheme).
Let S and M be subsets of R and Z, respectively, bounded by
B>0:8={seR|s| <B}and M = {z € Z||z| < B}.
For o > 0, m € M and s1, s5 € S, define Enc and Dec by

e e
Enc(m) = (§m + 7, §m — 7‘) ,  Dec(s1,s2) = 81+ 2,
respectively, where r is a random variable (whose distribution
should be chosen to minimize €).

Let Na(u,0?) be the normal distribution with mean 1
and variance o over bounded domain [—~A, AJ; its density
function is given by

2
—1 xT—
c ( )

pNA(u,g2)(93) = We 2o if — A S r S A’
0 otherwise,

where ¢! is a normalization constant defined by

n+A A
- oy (2)dz = erf(—=—).
c /_A PN(u,02)(T)dr = er (\/ia)

If we require that shares s; and so should be bounded as
[s1],]s2] < B, then it follows from |m| < B that |r| <

(1 — %)B . Therefore, we consider a normal distribution over

[-(1-%)B.(1-%)B]:

Theorem 1. An ASS scheme ASS = (Enc, Dec) defined by

Construction 1 with o« < 1 and r ~ N(l_%)B(O, (BB)?) is
a 2—«

e-secure, where € = erf(fTﬁ)/erf(f—sﬁ).

Proof. Let M and S; (i € {1,2}) denote the random vari-
ables representing a secret and two shares, respectively. We



begin with the definition of the independence between M and
Sli

d(M : S1) = d(p(m, s1),p(m)p(s1))

:*Z/hﬂ
:pr /‘Zp
=3 i

m/’

< > p(m)p(m’)d(p(s1|m), p(s1m"))

m,m’

p(s1|m) p(m)p(sl)|dsl

p(s1|m)

p(s1|m’) ‘dsl

< max d(Na(2m, (8B)?), Na(2m', (BB)?))

m,m’

with A = (1 — %) B. Since |[m|, |m/| < B and

’

d(Na(p,0%), Na(u',0%)) = erf((l;;
erf ﬁ

<5

it follows that

‘g
d(M : S1) < max erf( : )
mom’ - erf ( )
erf(%%,) erf( )
erf ((3/55)33) - erf (fﬁ)

In the same way, we have I(M : So) < erf( )/erf( )

Since the forbidden set of a (2,2)—threshold access struc—
ture on {P;, P»} is given by Ap {0.{P},{P:}},
these two inequalities yield that ASS is e-secure, where

= erf ( ) Jerf ( ) This completes the proof. O

In the above theorem, we have required that each share
should be bounded. This allows not only practical implemen-
tation, but also the optimization (i.e. minimization) of € with
respect to the variance parameter 3. Note that Na (11, 0%) be-
comes the uniform distribution over [ — A, u + A] in the
limit ¢ — oo. Therefore, the following lemma states that ¢
takes the optimum (i.e. minimum) value of 5%~ when r is

uniformly distributed over [ — (1 — $)B, (1 - )B].

Lemma 2. Let € be as above. Then

75 a
F5) 2-e

erf(
inf e = lim
B>0 B—oo erf

Proof. The first equality follows from Lemma 3 (see below),
and the second one from L’Hopital’s rule. O

Lemma 3. Let f(z) and F'(x) be functions on R defined by

= [ s

for ¢, s > 0. Then, the function of = defined by F'(ax)/F (bx)
is monotone increasing forz > 0 and 0 < a < b.

f(:zc):ce_sz and F(x

Proof. Lemma 4 (see below) gives

F(ax)\’ _ Flaz) (azf(azx) baf(bx)
(F(bx)) = 2F(bz) ( Flaz)  F(a) > > 0.
This completes the proof. O

Lemma 4. Let f(x) and F'(x) be as above. Then, the func-
tion of x defined by = f(z)/F () is monotone decreasing for
x> 0.

Proof. Since 0 < f(z) < cforz >0,

0< F(z /f dz</,cdz—cx

Therefore
(mf($)>/ _ =) (1+ zf'(x) If(l’)) < f@)g(2)

F(x) F(x) flz)  F(z) F(z) -
where we have defined g(z) = 1 — 2522 — e=**". By this
definition,

g(0)=0 and g¢'(z)=2sz(e > —2) <0,
and so g(x) < 0. Consequently,
() <5

This completes the proof. O

4. CONCLUSION

In this paper, we considered ASS schemes encrypting audio
secrets with bounded shares. In particular, we evaluated the
security of an ASS scheme whose encryption uses a random
variable sampled according to a normal distribution over a
bounded domain. The result indicates that the security is
optimized when the variance of the normal distribution ap-
proaches infinity; in other words, the random variable is sam-
pled according to the uniform distribution over the domain.

In contrast to the ordinary cryptosystems, users even
without special knowledge can directly participate in the
computation of the ASS decryption. This may increase their
confidence and interest in the computation of cryptosystems,
which could yield “unusual” applications of ASS schemes.
Search for such applications, as well as the optimization of
the upper bound € on the mutual information with respect to
all probability distributions over a bounded domain, will be
the subject of future work.
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